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This paper deals with the correction of the cross sections of the high energy multiparticle production in the case when the 
detection of the secondary particles has a probability less than unity. Generalizing the usual generator functional technique we 
get a universal method. The possibility of getting the true distributions is proved under some conditions we have considered, 
and some examples are given. 

Our results can be applied to bubble chamber measurements of neutral particles, to counter experiments, for inclusive 
reactions as well as for exclusive ones. 

1. Introduction 

This paper deals with the reconstruction of the true multiparticle production cross sections from the experi- 
mental ones when the detection of secondary particles has a probability less than unity’). Generalizing the 
familiar generator functional technique of multiparticle final states2. 3), a universal method of reconstruction has 
been obtained. 

In sect. 2 we recapitulate the phenomenology of multiparticle distributions and generator functionals, in 
sect. 3 the detection losses will be specified, in sect. 4 we shall present the reconstruction method. Sect. 5 deals with 
the applications, sect. 6 contains the conclusions. 

2. Distribution functions of multiparticle final states2) 

Let us introduce the function s (“) denoting the exclusive distribution of n-particle final state and choose its 
norm as usual: 

s s’“‘(k,, . . . , k,) dk, . . . dk, = n! pn, (1) 

where pa is the probability of the fixed n multiplicity and k, is the momentum of the rth secondary particle. 
Following Feynman4) let us define the inclusive distribution function of order j: 

f “‘(k 1, . . . . kj) = f --!- 
n= j (n-j)! 

s(“) (ki 3 a*. k,) dkj+l *.a dk , II* (2) 

Both the exclusive and the inclusive distribution functions can be expressed by the derivatives of the very same 
functional F[h (*)I: 

#)(k,, ,.., k,) = 
6°F 

I 6h(klj . . . 6h(k,) M’ 

f”‘(k,, . . . , kj) = fjF 
dh(k,) . . . bh(k,) ha1 ’ 

(3) 

(4) 

From eqs. (3) and (4) the equivalence theorem can be deduced: The exclusive distributions can be expressed in 
terms of inclusive distributions2). 
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3. Measured distribution functions 

If  the detection efficiency of the secondary particles is less than 1, we measure a distribution different from the 
true one. Let us denote the measured distributions by ~¢,), f u) and ~, consequently. 

Let us assume that the detection probability co of a certain secondary particle depends on the momentum of the 
particle and is independent of the other secondaries: co = co (k). Now we can establish the following relation 
between the true and the measured exclusive distribution functions: 

. . . . .  = 1 f k . )  co(k1) ... co(k ) d k . ÷ ,  ... akin, (5) ~(n)(k 1 
~=~ ( m - n ) !  . . . .  

where we have used the notation ~ = 1 -  co. 
The question arising here is whether the true distributions s ('~ could be obtained from the measurable $(') 

distributions or not. The answer is: in principle it can be done, the reconstruction method does exist. 

4. ReconstructibHity of the generator functional 

We do not try to solve eq. (5) for s (') but we are going to show: how to reconstruct the generator functional F 
defined by eq. (3) or eq. (4). 

Using eq. (3), the generator functional can be obtained as: 

F [ h ( . ) ]  = ,ffio ~ s ( ' ) (k ,  , . . . ,  k , )  h ( k t )  d k l  ... h(k~) d k  n. (6  

Let us introduce the generator functional of the measurable distributions too: 

If  we substitute eq. (5) into eq. (7) we get: 

F[~i(.)]  -- m=O ~ ira! f s(')(k~ . . . .  , ks) [co(k0 i i(k0 + ~(kl)]  dk~ ... [co(k.) ii(k.) + ~(k . ) ]  d k . .  (8) 

Using again eq. (3) and putting it into the right-hand side of eq. (8), summing up the functional Taylor series the 
result is as follows: 

F [ t i ( . ) ]  -- F[co( ' )  ~i(.) + ~ ( . f l .  (9) 

A further algebraic transformation of arguments leads to the fundamental reconstruction formula: 

F r h ( ' )  + c o ( ' ) -  l l  (10) 
F [ h ( . ) ]  = L * "  3" 
This result makes possible the reconstruction of all original distributions from the measured data, at least in 
principle. 

5. Applications 

~.1. EXCLUSIVE DISTRIBUTIONS 

Using eqs. (3), (7) and the Taylor expansion of eq. (10) around zero function, the formula giving s ~) in terms of 
the functions ~(~) can be obtained: 

. . . ,  k,,) = w ( k l )  ... w(k,,) ~ ( - 1 ) '  f ,~(,+O(k 1 . . . .  , kn+t) ~(k,~+~) dk,+ 1 ... s(n) ( k l  , t~(k~+~) dk,+~, (11) 
~=o i! 3 

where the statistical weight functions w and t~ have been introduced; see ref. 1: 

w = 1/co, ~ = w--1.  (12) 
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Eq. (11) is of practical value only if o~ is close to unity. In such a case the first term will be dominating in the 
right-hand side of eq. (11) and the further terms are monotonously decreasing with i and can be taken as correc- 
tions. For example the measured two-particle exclusive distribution can be corrected as 

s(2)(kl,  k2) = W(kl) w(k2) ~(2)(kl, k 2 ) -  g(a)(kl, k2,  ka) ~(ka) dka + ~ . . . .  

(13) 

where the usual approximation for the distribution is g(2). 

5.2. INCLUSIVE DISTRIBUTIONS 

Using eqs. (4) and (10), the relation between the true and the measured inclusive distributions can be obtained 
as" 

f(J)(kt . . . . .  kj) ---- f (J)(k 1 . . . . .  kj) w(k l )  ... w(kj ) .  (14) 

We remark that the reconstruction of the inclusive distributions is much simpler than that of the exclusive 
distributions. 

5.3. MULTIPLICITY DISTRIBUTION AND MOMENTS 

Using the normalization of s (n), having integrated eq. (11) we obtain the multiplicity distribution as: 

1 ~ ( - 1 )  s f ~(n+O(kl ' kn+l) w(kx) ... w(kn) ~(k,+l)  ... t~(k~+t) dkl dkn+~. (15) 
Pn ---- n'~ v. i=o  i v. " " '  

This formula can be applied practically only if to is close to unity. If  it is not fulfilled, we have to confine ourselves 
to reconstruct the moments of the distribution pn. If  we integrate eq. (2), the following result can be obtained: 

f ° ) ( k l  , . . . ,  kj) dk l  ... dki  = p~ - -  - F j ,  (16) 
,=j ( n - j ) !  

where Fj is the so-called factorial moment of orderj.  Substituting eq. (14) into eq. (16) we can obtain the simple 
reconstruction formula of Fj which remains useful for application for moderate j even if co is small: 

Fj = f f (J)(kl  . . . . .  kj) W(kl) dkt ... w(kj)  dky.  (17) 

The details of the multiplicity estimation method can be found in refs. 5 and 6. 

6 .  C o n c l u s i o n s  

We have considered the most frequent type of losses occurring in the detection of secondary particles in high 
energy physics experiments, and the following results have been obtained: 

1) It has been shown that the generator functional technique is adequate to handle the detection losses. 
2) In the limit of infinitely large statistics the reconstructibility of an arbitrary distribution from the measured 

data of the secondaries has been proved. 

3) Applicability of the formulae: 
(a) the reconstruction of the inclusive distributions is relatively simple; 
(b) exclusive distributions can also be reconstructed when the detection losses are small; 
(c) if the above-mentioned conditions are not fulfilled, the reconstruction of the multiplicity distribution is 

not too efficient, but the binomial moments still can be obtained. 

I would like to express my sincere gratitude for the continuous help of Dr. S. Krasznovszky and the bubble 
chamber group. I would like to thank Dr. B. Lukims for many discussions. 
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