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Non-Markovian quantum state diffusion
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A nonlinear stochastic Schidmger equation for pure states describing non-Markovian diffusion of quantum
trajectories and compatible with non-Markovian master equations is presented. This provides an unraveling of
the evolution of any quantum system coupled to a finite or infinite number of harmonic oscillators without any
approximation. Its power is illustrated by several examples, including measurementlike situations, dissipation,
and quantum Brownian motion. Some examples treat this environment phenomenologically as an infinite
reservoir with fluctuations of arbitrary correlation. In other examples the environment consists of a finite
number of oscillators. In such a quasiperiodic case we see the reversible decay of a macroscopic quantum-
superposition(“Schrodinger cat’). Finally, our description of open systems is compatible with different
positions of the “Heisenberg cut” between system and environnj&it050-2947®8)01409-7

PACS numbeps): 03.65.Bz, 05.40tj, 42.50.Lc

[. INTRODUCTION HereM][ - - -] denotes the ensemble mean value over the clas-
sical noisez; according to a certain distribution functional
In quantum mechanics, a mixed state, represented by R(z).
density matrixp,, describes both an ensemble of pure states The simplest stochastic Scldiager equations unraveling
and the(reducedl state of a system entangled with somethe density matrix evolution are linear and do not preserve
other system, here consistently called “the environment.” Inthe norm of ¢,(z). Such an unraveling is merely a math-
both cases the time evolution pf is given by a linear map ematical relation. To be truly useful, one should derive un-
ravelings in terms of the corresponding normalized states

TM( 7)= —dlt( dl

which describes the generally non-Markovian evolution of (2]’

the system under consideration. Such equations describe
both an open system in interaction with infinite reservoirs, orVhere now refatiori3) can be interpreted as an unraveling of

a system entangled with a finite environment. In almost alf"e Mixed state, into an ensemble of pure states. Of course,
cases, the general EG) cannot be solved analytically. Even using the normalized statek(z) requires a change of the
numerical simulation is most often beyond today’s algo-distribution P(z) —P,(z) in order to ensure the correct en-
rithms and computer capacities, and thus, the solution of EGsemble mean, with
(1) remains a challenge.

In the Markov limit, Eq.(1) simplifies and reduces to a Pu2)=[ly(2)]?P(2) (5
master equation of Lindblad forfri |

pt=Lipo, (1)
(4)

so that the Eq(3) remains valid for the normalized solutions,
d _ 1 t + -~ ~
giP= T 1H.pd+ 5% ([Lmpt, L]+ [Lm.pikm]), (2 pe=M{|¥(2)){(¥n(2)]]. (6)

We refer to this changéb) of the probability measure as
whereH is the system’s Hamiltonian and the operatbfs  a Girsanov transformatidi2]—other authors refer to “cook-
describe the effect of the environment in the Markov ap-ing the probability” or to “raw and physical ensembles”
proximation. This approximation is often very useful be- [3], or to “a priori anda posterioristates”[4].
cause it is valid for many physically relevant situations and |n the case of Markovian master equations of Lindblad
because analytical or numerical solutions can be found.  form (2), several such unraveling§) are known. Some un-

In recent years, a breakthrough in solving the Markoviarravelings involve jumps at random times, others have con-
master equatio2) has been achieved through the discoverytinuous solutions. The Monte Carlo wave-function method
of stochastic unravelingsf the density operator dynamics. [5], sometimes called quantum jump trajectofies], is the
An unraveling is a stochastic Scliiager equation for states best known example of the first class, whereas the quantum
|44(2)), driven by a certain noisg such that the mean of the state diffusion(QSD) unraveling[8] is typical of the second
solutions of the stochastic equation equals the density operatass. All these unravelings have been used extensively over
tor recent years, as they provide useful insight into the dynamics

of continuously monitoredindividual) quantum processes
pi=M[| ¢ (2)){(2)]]. (3)  [9,10. In addition, they provide an efficient tool for the nu-
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merical solution of master equations. It is thus desirable to The solutions of Eq(7) unravel the density matrix evo-
extend the powerful concept of stochastic unravelings to théution according to the master equatit®) through the gen-
more general case of non-Markovian evolution. First at-eral relation(3). Here, Eq(7) is written for a single Lindblad
tempts towards this goal using linear equations can be foundperatorL, but it can be straightforwardly generalized by
in [11], other authors have tackled this problem by addingncluding a sum over all Lindblad operatars,, each with
fictitious modes to the system in such a way as to make than independent complex Wiener process
enlarged, hypothetical system’s dynamics Markovian again The simple linear equatiofv) has two drawbacks. First,
[12—14. In our approach, by contrast, the system remains ais physical interpretation is unclear because unnormalized
small as possible and thus the corresponding stochastitate vectors do not represent pure states. Next, its relevance
Schralinger equation becomes genuinely non-Markovian. for numerical simulation is severely reduced by the fact that

Throughout this paper we assume a normalized initiathe norm||«;(z)| of the solutions tends to 0 with probability
state yg(z)= ¢ of the system, independent of the noise atl (and to infinity with probability 0, so that the mean square
t=0. Such a choice corresponds to a pure initial siggfe norm is constant Hence, in practically all numerical simu-
=|o){ 1ol for the quantum ensemble and correspondinglyJations of Eq.(7) the norm tends to 0, while the contribution
to a factorized initial stat@.,= po® peny Of the total density to the density matrix in Eq(3) is dominated by very rare
operator of system and environment. realizations of the noise.

In this paper we present the nonlinear non-Markovian sto- Introducing the normalized staté4) removes both these
chastic Schrdinger equation that unravels the dynamics of adrawbacks. As a consequence, the linear &g.is trans-

system interacting with an arbitrary “environment” of har- formed into a nonlinear equation fak(z). In this Markov
monic oscillators, f|n|te_ or |r_1f|n|te in number. For a brlef case, the result of Girsanov transforming the noise according
overview of the underlying microscopic model see Appendixig Eq.(5) and normalizing the state is well know®,3], it is

C. In the Markov limit, this unraveling reduces to Q$8  the following QSD evolution equation for the normalized
and will therefore be referred to a®n-Markovian quantum gtates

state diffusion Our results are based on the linear theories

presented irf15,16, where the problem of non-Markovian d~ o~ ~ N
unravelings was tackled from two quite different approaches. ﬁ'/’t: —iH Y+ (L= (L)) dre(ze+ (L)

The linear version of the non-Markovian stochastic Sehro

dinger equation relevant for this paper, unifying these first — %(LTL—<|_T|_>t)Zyt, 9)

attempts, was presented[ib7] for unnormalized states.

. Here we present examples of the cor.responding nOfmalzvhere(L)z(MLﬁpt}. This equation is the standard QSD
ized and thus more relevant theory. We include cases whekgquation for the Markov case written as a Stratonovich sto-
the environment is treated phenomenologically, representeghastic equation. Notice that it appears in its Version in

by an exponentially decaying bath correlation function, andRef. [8]. The effect of the Girsanov transformation is the
cases where the “environment” consists of only a finite, appearance of the shifted noise

small number of oscillators—in Sec. V of even just a single

oscillator. The latter case corresponds to periddicquasi- z+ (L"), (10
periodig systems, that is, to extreme non-Markovian situa- ) ] o

tions. Before presenting examples in Secs. II, IV, and V, alléntering Eq(9), wherez is the original process of Ed7).

the basic equations are summarized in Sec. Il. Several ope'l;he effect of the_normallzatlon is the subtraction of the op-
problems are discussed in Sec. VII, while the concludingBrator's expectation values.

Sec. VIII summarizes the main achievements.
B. Non-Markovian case

Il. BASIC EQUATIONS In the non-Markovian case, the linear stochastic Schro

. ) . . : dinger equation generalizing Eq7) was derived in Ref.
In this section we summarize all the basic equations. Lef17], it reads

us start by recalling the case of Markov QSD, providing an

unraveling of the Lindblad master equatiti). t

d NN
&wt— iH ¢+ Lz — L foa(t,s)é—zsds. 11
A. Markov case
It unravels the reduced dynamics of a system coupled to an
arbitrary “environment” of harmonic oscillators—see Ap-
d 1 pendix C for a brief overview. Thus, E¢L1) represents an
alﬂt:—iH ¢t+L¢tozt—§LTL¢t, (7) unraveling of a certain(standargl class of general non-
Markovian reduced dynamics as in Ed). The structure of
) . ) Eqg. (1) is very similar to the Markovian linear equati¢n:
wherez, is a Whlte_ complex-valued Wiener process of zeroha isolated system dynamics is Satirger's equation with
mean and correlations some HamiltoniarH. The stochastic influence of the envi-
ronment is described by a complex Gaussian prozedsv-
M[Zfz]=6(t—s), M[zz]=0, (8)  ing the system through the Lindblad operatoMhile this is
a white noise process in the Markov case, here it is a colored
ande denotes the Stratonovich prodyd8]. process with zero mean and correlations

The linear QSD equation for unnormalized states reads
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M[Z z]=a(t,s), M[zz]=0, (12 %:C)(t,s,z) v, (13

where t_he Hermitiana(t,_s)za*(s_,t) Is the_ environment here the time and noise dependence of the operator
correlation function. Its microscopic expression can be foun&v . . .
in Appendix C. In this paper, we sometimes but not alwayso(t's'z) can be determined from the consistency condition

adopt a phenomenological point of view and will often
choose «(t,s) to be an exponential 12)exd—yt—s| — =y
—iQ(t—s)], decaying on a finite environmental “memory” dt 6zy oz

time scaley !, and oscillating with some environmental _ . . . .
central frequency). The Markov case emerges in the limit with the linear equatiorill). The ansatf13) is completely

y—. In the most extreme non-Markovian case, when thed€neral and hence, once the operddt,s,z) is known, the
“environment” consists of just a single oscillator of fre- lIN€ar non-Markovian QSD equatiddl) takes the more ap-
guency(), we have the periodia(t,s)=exg —iQ(t—s)]. Fi- pealing form

nally, the last term of Eq(11) is the non-Markovian gener- ¢

alization of the last term of the Markovian linear QSD Egq. — = —iH i+ |_¢tzt_|_Tf a(t,S)f)(t,S,Z)dS(ﬂt.

(7). This term is highly nontrivial and reflects the origin of dt 0

the difficulties of non-Markovian unravelings. (15

One can motivate Eq11) on several grounds. First, it We are going to show in the subsequent sections how to
was originally derived from a microscopic system- g9ing q

environment moddl17]. In the original derivation the corre- determineO(t,s,z) for many interesting and physically rel-
lation functiona(t,s) describes the correlations of environ- evant examples. In most of these cases, in fact, the operator
ment oscillators with positive frequencies. However, as car® turns out to be independent of the noseand takes a
be seen in Appendix C, any positive definitét,s) can for-  simple form.
mally be obtained from some suitably chosen environment Being the non-Markovian generalization, E€L1), or
that possibly includes negative frequency oscillatétamil-  equivalently Eq(15) suffers from the same drawbacks as its
tonian not bounded from belgw Markov limit (7): the norm of its solutions tend to 0 with
Next, as a second motivation, we sketch a direct prooprobability 1. And the cure will be similar. One introduces
that Eq.(11) defines an evolution equatiai) for density  the normalized statg®) and substitutes the linear stochastic
operators. This ensures that the stochastic equation is corfschralinger equation(15) by the corresponding nonlinear
patible with the standard description of mixed quantumone. Its explicit form can be rather involved as will be dem-
states[19,20. Let pozszj|¢g)><¢g)| be any decomposi- onstrated in the following sections. _ _
tion of the density operator at the initial time(ecall that at The derivation of the desired evolution equation of the
time zero the system and environment are assumed uncorreermalized stategs, requires two steps: taking into account
lated. What needs to be proven is thatis a function ofp,  the Girsanov transformation of the noi€® and normaliza-
only, where p,==;p;M[|¢")(4{"|]. This guarantees that tion. In Appendix B we prove that the non-Markovian Gir-
p does not depend on the decompositiorpgfinto a mix- ~ sanov transformation for the noise probability distribution
ture of pure state§|Y’)}. For this purpose we notice that Py(2) (5) corresponds to a time-dependent shift of the origi-
the solutiony, of Eq. (11) is analytic inz and is thus inde- nhal process,,
pendent of z*. Hence we find §|y)/5zs) (Y] t
= 5(|)(])] 6zs. Accordingly, the evolution equation of 5 _ f x/p 1
|4 {4 is linear: it depends linearly of)(o|. Since the A=zt Oa(t,s) {LD)sds 18
meanM is also a linear operatiom, depends linearly opg.
Finally, the positivity ofp, is guaranteed by the existence of  This shift and the normalization of the stateresults, as
a pure state decomposition and its normalization followsshown in Appendix B, in the nonlinear, non-Markovian QSD
from the fact that Eq(11) preserves the norm in the mean, equation for the normalized state vectgks which takes the
M[ | ¢4/|?]=const as shown in Appendix B. ultimate form
Third, another set of motivations for E(L1) is provided g
by the numerous examples of the next sections of this paper ~ L~ ~~
and by the fact that, by full analogy with the Markov cgsg, gi= T HGH (L —(L)) vz,
there exists a corresponding nonlinear equation for normal-
ized states, as will be shown in the remainder of this section.
To summarize, Eq(11) is the basic equation for non-
Markovian linear QSD. The functional derivative under the R ~
integral indicates that the evolution of the stgteat timet is —((LT={L"O(t,5,Z)){1d S, (17)
influenced by its dependence on the naisat earlier times ~
s. Admittedly, this functional derivative is the cause for the wherez, is the shifted nois€16).
difficulty of finding solutions of Eq(11) in the general case, Equation(17) is the central result of this paper, the non-
even numerical solutions. Markovian, normalized stochastic ScHioger equation that
We tackle this problem by noting that the linear equationunravels the reduced dynamics of a system in interaction
(11) may be simplified with théAnsatz with an arbitrary “environment” of harmonic oscillators—

d oy 6. e

— f;aa,s)[(L*—<L*>t>©<t,sfz>
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encoded by the properties of the environment correlatiofFrrom the explicit solution of this equation we obtain the
function «(t,s). In the following sections we will give many expression for the ensemble mean
interesting examples of thison-Markovian quantum state
diffusion equation(17). p11(0) p1(0)e Fv
p(O=M[[4) (1= —F()* )
0
IIl. SPIN- § EXAMPLES p21(0)e p2A0) -

In this section we use spih-examples to illustrate gen-
eral methods to solve the non-Markovian QSD equationdVith F(t) =iwt+2\?[tds[5dul a(s,u) + a* (s,u)]. Taking
(12) [or (15)] and(17), respectively. These are generally nu- the time derivative, one can show that this density matrix is
merical, though sometimes analytical, solutions, which illusthe solution of the following non-Markovian master equa-
trate certain features of non-Markovian QSD, unknown intions:

the Markov theory. Throughout this section denote the
Pauli matrices. @
pr=—1 E[U'vat]
A. Measurementlike interaction

A? [t
This is the simplest example, hence we present it in some - 7JO[“(LS) ta*(t,s)]dso;.[o;.p]] (22
detail. LetH= (w/2) o,, L=\0o, with A a real number pa-
rametrizing the strength of the interaction. The harmonic os- ° .
cillator enylronment is gncoded t_)y its gorrelgnon.funcnon =i _[Uz,pt]Jrj K(t,s)pds, (23)
a(t,s), which is left arbitrary in this section. First, in order 2 0
to eliminate the functional derivative in E¢L1), we assume
as anAnsatz where the “memory superoperatoX’(t,s) acts as follows
on any operatoA:
o

52, = Mo (18) \2
K(t,s)A=— ?[a(t,s)+ a(t,s)*]
i.e., we choos@(t,s,z) =\ o, independent of, s, andz in
Eq. (13). It is straightforward to show that, indeed, this an- ><efZXZILdUIde[aw,vHa(u,v>*][UZ,[UZ,A]]_
satz is compatible with Eq14), i.e., it solves the fundamen-
tal linear equatior(11). (24)
The corresponding nonlinear, non-Markovian QSD Eg.

(17) for the normalized statg, reads Let us now turn to actual simulations of this example. In
t

Fig. 1(a) we show non-Markovian QSD trajectories from
d._ © ~ solving Eq.(19) numerically with\?=2w and an exponen-
&lpt: —i Eaztjlpt N o= (o)) ¥ tially decaying enviro_nment corr_ela_tion functiqa(t,s)
= (y/2) exp(=yJt—9)) with y=w (solid lines. For this expo-

t t nentially decaying environment correlation function the as-
Zt+7\f a(t,S)*(Uz>st+7\f a(tvs)ds<0'z>t>- ymptotical solution is either the up state or the down state

0 0 ({(oy=*1), while the ensemble meaNl[{c,)] remains
(19 constan{dashed ling Thus, as in the standard Markov QSD

. L L case, the two outcomes “up” or “down” appear with the
This equation is the generalization of the Markov QSD eq“a'expected quantum  probability:  Prob(fim.y=|1))

tion (9) for general environment correlatiomf(t,s)_. Notice =[(1|o)|2. Notice that for these non-Markovian situations,
that, indeed, Eq(19) reduces to the corresponding Markov e qiantum trajectories are far smoother than their white-
QSD equation(9) in the limit of a delta-correlated environ- ise counterparts of Markov QSIB]. We emphasize that if
ment [one has [oa(t,s)f(s)ds—zf(t) for any function e environment consists of only a finite number of oscilla-

X

fml. __ tors, represented by a quasiperiodic correlation function
Equation(19) shows the effect of the non-Markovian Gir- 4 (t 5) no such reduction to an eigenstate will occur.
sanov transformatior(5). It induces not only the shifted In Fig. 1(b) we compare the average over 10 000 trajec-

noise (16), but also leads to an additional shift due to theigries of the non-Markovian QSD equatida9) with the

implicit z, dependence of,, as explained in detail in Ap- analytical ensemble med@1) and see very good agreement.

pendix B. Numerical simulations of Eq19) are shown be- This confirms that indeed both the memory integrals in Eq.

low. (19) arising from the Girsanov transformation of the noise
In order to find the reduced density matrix of this model,are needed to ensure the correct ensemble mean.

we solve analytically the linear non-Markovian QSD equa-

tion (15). Using Eq.(18) we find B. Dissipative interaction

e > [! * This is the simplest example with a non-self-adjoint Lind-
a(,/;t— —i EO'Z(//t-f- Noizi+ N Oa(t,s) S blad operator. Again we sétl= (w/2) o,, but now we
(20 chooseLz)\o_E)\%(ax—iay) describing spin relaxation.
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; with
NMQSD
MINMQSD] - 1

F(t)EjOta(t,S)f(t,S)dS. (28

Hence, ifo_ ¢ #0, the functionf(t,s) must satisfy the fol-

lowing equation:
<G,> geq

af(t,9) =[iw+\F(D)]F(L,) (29)

with initial condition f(s,s)=\. The corresponding non-
Markovian QSD equatiolil?7) for normalized state vectors

iy reads

d~ 0~ ~
=i _Uzlﬂt_)\F(t)(Uﬂt_<0'+0'7>t)¢t
(a) ot dt 2
1 ' ' NMQSD +No-—(o_))h
0s [N\ M<0c,> p(t) | t
06 Mo 1 X Zt+)\foa(t,S)*<U’+>SdS+<U+>tF(t) ,
04 | 2
02t (30
M<c> of with F(t) determined from Eq928) and (29). For a given
w2l Mo > a(t,s), the non-Markovian QSD equatidB0) can be solved
y numerically, havingF(t) determined numerically from Eq.
04T 1 (29). Note that in the Markov limit, the correlation function
Ty ] a(t,s) tends to the Dirac functiord(t—s). Consequently,
sl F(t) tends to the constastf (t,t)= /2 and one recovers the
standard Markov QSD, Ed9).
1 ] > 3 p It turns out that non-Markovian QSD can exhibit remark-
(b) ot able properties, unknown in the Markov theory. In order to

highlight these features, we proceed analytically and assume

FIG. 1. Quantum trajectories of the non-Markovian QSD equa-exponentially decaying environment correlatioret,s)
tion for the “measurement’-like caskl= (w/2) o,, L=Ao, and = (y/2)e” YIt=s|=i(t=s) Then we see from Eqg28) and
an exponentially decaying bath correlation functian(t,s)  (29) that the relevant functiof (t) in Eq. (30) satisfies
= (y/2) exp1it—3|). We chooser?=2w, y=w and an initial
state |¢o)=(1+2i)|1)+(1+i)|]). Displayed is the expectation ) _ Ny
value(a,) of several solutions of the non-Markovian QSD equation F(t)=—yF()+i(0—Q)F(t) + \F(t)*+ > (32)
(solid lineg and their ensemble averagdashed ling (b) Same
parameters as ifa). Here we compare the ensemble average of the .., . .. . _ LT
Bloch vector using 10 000 quantum trajectories of non-Markovian\l\”tll‘],[.InItIaI %Ondltlon F(0)=0. With y=y—-i(e—0) the
QSD (solid lineg, with the analytical resultdashed lines Solution reads

- =2 2
Also, the environmental correlation functier(t,s) and thus E(t) = — Y 29\

the quantum harmonic oscillator environment can be chosen ="
arbitrary. _
First we have to replace the functional derivative in Eq. ’_{t ~> o~ 2 yé Y )
Xtanh 5Vy“—2y\“+arctanh —| |.

(1), and we try an ansatd 3) of the form 2 /—7/2_27,)\2
1) 32
N tts)o . (25) (32
YA

For the remainder of this section we assume exact reso-

with f(t,s) a function to be determined. The consistencynancei)=w and thusy=y. Let us first consider the case of
condition (14) of our ansatz25) leads to the condition on short memory or weak couplingy>2\2. For long times,
f(t,s): F(t) tends to ¢—+y?—2yA?)/(2\). For large y this

asymptotic value tends ta/2, which corresponds to the

| o Markov limit (7), as it should.
i (t,s)o_ih=| ~i 50~ AF(D)o, oo ’f(t's)a‘}wt More interesting, let us consider the opposite case of a

(26) long memory or strong coupling;<2\Z2. In this caseF(t)

diverges to infinity when the time approaches the critical
=[io+AF()]f(t,5)o_ i (27)  time t.=[m+2arctanf/\2A%y—v*)]V2\?y—y%. What
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R definite statg see the discussions {21,22. In [23] it is
MINMQSD] - 1 proven that such a feature is impossible for Markov situa-
tions. Notice that this peculiar feature holds at resonance
only.

Finally, we note that for the intermediate cage 2\?,
one has(t)= \3t/(1+A%t) —\ for t—o, again approach-
ing a constant valué&he reader may find it helpful to adopt
our convenient convention for the choice of unifz]
=[\]=[f()]=[F(1)]=[1/Vt] and[a(t,s)]=[11]).

In order to determine the corresponding master equation
for the reduced density operator, we solve the linear QSD
equation(11) where we make use of the change of variable:

. t .
py=e (W2 ottho o [oF(S)dsy,  After some computation
0 1 2 3 4 a5 6 and taking the ensemble mean analytically, one gets

<G, >

PtEM[Wt)(WtH

i t ! t
08 p(t) e | pll(o)effo[F(s)JrF(s)*]ds plz(o)eflwtffoF(s)ds

06

pﬂ(o)eiwt—f}f(s)*ds 1—pyy(t)
y | _ (33

04|
02 |

M <c> 0

This proves that whenever R&F(s)ds] diverges for a fi-

o2} 1 nite time, the density matriy, reaches the ground state in

M <c,> that finite time and thus all pure state samples have to do so
: as well. For the time evolution of this reduced density matrix
M <c,> 1 one gets

04 b

-06

08 |

P . )
0 1 2 3 4w s 6 pi="i5[oz,p]+AF(O+F(1)*]
(b) wt
X(o_ -1 - 34
FIG. 2. (3 Quantum trajectories of the non-Markovian QSD (0-pios=z{os o .p) (34
equation for the dissipative cas¢= (w/2) o,, L=Ao_, and an .
exponentially decaying bath correlation functionx(t,s) _ w 4
= (y/2) ex— ft—s—i0(t—5)]. We chooseA’=w, y=w and 15 Loz pdt | KAtS)peds,
resonancé) = w. As an initial state we uspfy)=23|1)+]]). Dis-
played is the expectation valugr,) of several solutions of the
non-Markovian QSD equatiofsolid lineg and their ensemble av-
erage(dashed ling At the finite time wt.=37~4.71, all indi-

(35

where the “memory superoperatorX’(t,s) acts as follows
on any operatoA:

vidual trajectories reach the ground stdt®.Same parameters as in 2
(a). Here we compare the ensemble average of the Bloch vector K(t,5)A=— —[a(t,s)+ a(t,s)*]
using 10 000 quantum trajectories of non-Markovian Q&Dlid 2

lines), with the analytical resultdashed lines ;
X (2eMNFWdly _Ag, —{o,0_ A}

happens is that at timig, the first component of the vector MW

Y vanishes, hence_y; =0 and Eq.(29) no longer holds. —2(e —lo,o0 Ac,o.). (36
Indeed, the second term of E(RO) becomes dominant and
drives the spin to the ground state in a finite time, which w
prove below in terms of the density matrix. In Figap (for
individual trajectoriesand Fig. Zb) (for the ensemble aver- . i, ) X :
age over 10 000 rupswe see this effect from solving the state in the critical timewt,~4.71 [Fig. 2[@)]. Taking the

non-Markovian QSD equation numerically, where we chooséansembIe mean over 10 O.OO trajectories, we find very gqod
\2=0=w, S0 thatwt,=27~4.71. Fort>t, the statey; is agreement with the analytical result of the reduced density

constant. This is an example where a stationary solution jgatrix [Fig. 2b)].

reached after a finite time. This is an example of a diffusive

stochastic Schidinger equation that is at the same time com- IV. MORE EXAMPLES
patible with the no-signaling constraifite., the evolution of
mixed states depends only on the density matrix, not on a
particular decomposition into a mixture of pure statasd This caseH=L=L" is a straightforward generalization of
has no “tails” (does not take an infinite time to reach a Sec. lll A. Again, the environment correlatiar(t,s) can be

In Figs. 4a) and 2b) we illustrate this example ;= y
= =w) for exponentially decaying correlations. All indi-
vidual non-Markovian quantum trajectories reach the ground

A. Model of energy measurement
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chosen arbitrary. We find=H in Eq. (13) and the non- Thus, the non-Markovian QSD E¢l7) takes the form
Markovian QSD equation17) for the normalized states

d- - t - -
reads a'/ft: _ip‘r/ft_(q2_<q2>t)foa(t,s)dSI/ft"‘(q_(@t) i

d. 2 2 (!
a‘/’t__'H i—(H"—(H >t)l//tjoa(t,3)d3 y

t t
zt+foa(t,s)*<Q>st+ foa(t,S)dsm»)

_ t
HH= ()T 2+ | att.s)* (H).as

o[t
+(q—<Q>t)wtfo(t—s)a(t.s)ds- (41
. (37)

t

+f a(t,s)ds(H),

0 The first two lines of this non-Markovian QSD equation

could have been expected, since they have the same form as

in the previous examples; see, for instance, Bd). The last

¢ line of the above equation, however, has no counterpart in

th—i[H,pt]—f a(t,s)dsHH,p] the previous examples. Clearly, it vanishes in the Markov
0 limit [«(t,s)—d(t—s)], when the non-Markovian QSD

equation(41) for this model reduces to the Markov QSD

—fta(t,s)*ds[pt,H]H, (38)  equation(9).
0

For the corresponding master equation we find

. s C. Quantum Brownian motion model
hence TrHp;) is constant, contrary to the individual expec- ] } . )
tation valuegH)7, . In this subsection we consider the important case of quan-
t

; . . _ tum Brownian motion of a harmonic oscillatp25], that is,
The eigenvectors dfl are stationary solutions of the non we chooseH = (/2) (p2+4?), L=Aq, and arbitrary envi-

Markovian QSD equatiori37). Thus, if the noise is large : i )
enough, all initial states tend asymptotically to such a ronr_nental correlanm(t,_s). As shown n Append_lx C, the
eigenstate, as in Markov QSD. However, if the noise ha asic I_|near n(_)n-Marko_\nan Q.SD equation for th'.s quantum
long memory, as for example in the extreme case of periodi rovx(/m:;m motion case is again the fundamental linear equa-
systemgsee Sec. Y, such a reduction property clearly does " 1D. . L .

n)(;t holfj( The ean;t conditions undeFr) WFI)’]ng HG7) Sée_ It turns out that the functional derivative in E(Ll) is
scribes reductiofiocalization to eigenstates are not known. more complicated in this case, becausét,s,z) depends
Notice, however, that if the correlation decays smoothly suctgxplicitly on the noisez. However, fortunately, this depen-
that f{a(t,s)ds tends for large timesto a real constant, and dence is relatively simple. Indeed, let

if (H); converges for large times to a fixed value, then the

non-Markovian equatioi37) tends to %Eé(t,s,z)wt
d- o~ ~
a‘/’t:_let_(H2_<H2>t)‘//txconSt = f(t,s)q+g(t,s)p+ijotds’j(t,s,s’)zsr .
+(H=(H)y)¥a(z+const (H),). (39 (42

The long-time solutions of this equation are the same as th&he consistency conditioflL4) leads to the following equa-
long-time solutions of the corresponding Markov approxima-tions for the unknown functionsf(t,s), g(t,s), and
tion. The latter is the Markov QSD equation, hence thej(t,s,s’) in Eq. (42):

asymptotic solutions tend to eigenstatedHofSection Il A

provides an example of this more general statementfor ) vt , ,
= (0/2) o,. af(t,8)=wg(t,s)+inf(t,s) Ods [a(t,s")g(t,s")]

. t
B. A simple toy model —2i)\g(t,s)J ds'[a(t,s)f(t,s")]

In this subsection we use a simple toy mof24] to il- 0
lustrate that the non-Markovian QSD equatid@) may con- t
tain unexpected additional terms that cancel in the Markov —i?\J ds'[a(t,s")j(t,s’,9)], (43
limit. ConsiderH =p andL=q and an arbitrary environment 0
correlation functiona(t,s). Then the ansatl3) for replac- :
ing the functional derivative with some operator satisfying _ s / , ,
the consistency conditiofl4) reads 79(t,s) =~ of(t,s) ~irg(t,s) Jods [a(t,s)o(t,sD],

oy
5—25—[q—(t—s)]<m- (40)

(44)

j(t,s,t)=Ag(t,s), (45)
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D. Harmonic oscillator at finite temperature

t
i (t,8,87)=~irg(t,s) JodS’ [a(t,sDj(t,s"s)]. As another important example of an open quantum system

(46) we briefly sketch the case of a harmonic oscillatdr
=wa'a coupled to a finite temperature environment through
These equations have to be solved together with the nord-_=\A_a. As explained in detail in Appendix C, the finite

Markovian QSD equatiol7). temperature also induces absorption from the bath, which has
If, for simplicity, we assume exponentially decaying en-to be described by a second environment operator
vironment correlationsg(t,s) = (y/2) e "t"sl and introduc- =\,a'. Hence, the linear non-Markovian QSD equation

ing capital letters for the integralX(t)=[{a(t,s)x(t,s)ds,  (11) has to be modified and involves two independent noises,
for x=f,g,j, one obtains the simpler closed set of equations, and z',

. )\’y . L~ d . — + t — 5l//t
F(t)= =~ = yF()+wG() —INF()G(D) —iA (D), gti= TIH# N _adhz —h-a o (t,s)gds
S
(47)
t ot
: +x alyz -\ af *(t,s)—ds, 52
G()=—yG() - wF()-ING(H2 (49 iz TR e (L) &2
. Ny _ _ see EQ.(C5) in Appendix C. This equation can be solved
I =5 GO =2y —IAG()I(), (490 with the following Ansaze
3 t P e 5dlt t . +
where J(t)=[,a(t,s")J(t,s')ds’. The initial conditions —= f_(t,s)a+f ds'j_(t,s,8")zg |, (53
read F(0)=G(0)=J(0)=0. Finally, J(t,s) can be deter- 0z 0
mined from the solutions of the above equations, we get
Oy ft . _
—=|f,(t,9)a"+ [ ds'j,(t,5,8" )z, |¢)y. (54
J(t,s)=)\G(S)e_fts[7+”\e(5')]d5/_ (50) 52;r +{t.8) 0 I 125 | ¥ 4

Hence, the non-Markovian QSD equation for quantumVsing similar techniques as in the previous subsection the
Brownian motion becomes evolution equations fof . (t,s) andj-(t,s,s") can be ob-

tained and thus the resulting non-Markovian QSD equation
d_ B B can be written in closed form. A new feature of this example,
gilh=—iH Y= (@ (@)D ¢iF (D) again unknown in the Markov case, is that each of the two

environment operatord _ and L., is coupled to both

—(ap—{(ap)— (A + (PY A TAG(D) noises.

V. HARMONIC OSCILLATOR COUPLED TO A FEW

t
T (@ w‘(zﬁ' foa(t’s)*<q>3ds+<q>t':(t) OSCILLATORS: DECAY AND REVIVAL
OF SCHRODINGER CAT STATES
t ’
—if J(t,s')| zo + fs a(S"S)*<Q>st)dS')- The case of a harmonic oscillator coupled to a finite or
0 0 infinite number of harmonic oscillators all of which are ini-
(51) tially in their ground statézero temperatujeH=wa'a, L
=\a, is very similar to the damped spinexample treated
Let us make some comments about this non-Markovian QSIn Sec. Il B. TheAnsatzdy, / 6z, = f(t,s)a, similar to Eq.
equation. First, recall that it corresponds to the exact solutioi25) holds with f(t,s) and F(t) satisfying the same equa-
of the quantum Brownian motion problefi25] of a har- tions(29) and(28). Thus, the non-Markovian QSD equation
monic oscillator. Next, this example shows a new featurg17) for this situation reads
that we did not encounter in the previous examples: the noise
z, enters the equation nonlocally in time. Third, terms in- d~ Ly~ ~
volving the operatoqgp appear, although there are no such gi= TTwaadit (@ ()i
terms either in the Hamiltonian or in the Lindblad operator
L=\g. Finally, since this equation is exact, it is a good
starting point to tackle the quantum Brownian motion prob-
lem using this approach and to find its proper Markov limit. 5
In connection with this last point, we emphasize that the —\F(t)(a'a—(a'a),) . (55)
master equation corresponding to E§1) necessarily pre-
serves positivityf 26] because it provides a decomposition of  Again, this non-Markovian QSD equation reduces to the
the density operator into pure states at all times. HowevetMarkov equation(9) for «(t,s)= &(t—s) since in this case
these questions and numerical simulations are left for futur& (t) = \/2 according to Eq(28). As in the case of a dissi-
work. pative spin(Sec. Il B), for exponentially decaying bath cor-

x| z,+ fta*(t,s)(aT)sds+)\F(t)<aT)t
0
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FIG. 3. Reversible decay of an initial Schro
dinger cat statgo) = |a) +|— a) with a=2. We
show theQ function of a non-Markovian quan-
tum trajectory of a harmonic oscillatorof,
coupled to just a single “environment” oscillator
(2=0.50), initially in its ground state. The cou-
pling strength between the two oscillators is
0.1w, and the time step between two successive
plots is 0.47&.

relations at resonance, the system oscillator may reach ithe exact solution of the total system-environment dynamics,
ground state in a finite time, provided the correlation timethe description of the system does not depend on this cut.
vy~ 1is long enough. This is in contrast to the usual Markov approximation, where
Notice also that Eq(55) preserves coherent statg8).  the position of the cut is crucial. As an example, let us con-
The time evolution of the complex numbgy labeling these  sider a system consisting of one sginand one harmonic

coherent states is given by oscillator, the two subsystems being linearly coupled. As-
) sume moreover that the spinis coupled to a heat bath at
Bi=[—1w—F()]B;. (56) zero temperature, see Fig. 4. The total Hamiltonian reads
More interesting than a coherent state initial condition is Higta=H1+Ho+Ho+Hg+H, (58

the case of a superpositid)+|—8) of two symmetric )
coherent states, known as a “ScHinger cat’ [27]. If the ~ With
correlation decays, so does the Sdlinger cat state. If, in

contrast, the environment consists only of a finite number of Hi=—o (59)
oscillators, then the cat state will first decay, due to the lo- 2 %
calization property of QSD, but since the entire system is
quasiperiodic, the cat state will then revive. H,=w,a'a, (60)
As an illustration, we simulate the extreme case where the
“environment” consists of only a single oscillator. It thus Hi=x(o_a'+0.a), (62)
models the decay and revival of a field cat state in a cavity
that is isolated from the outside, but coupled to a second How= S wa'a 62)
cavity, to which it may decay reversibly. Such an experiment e < wrer
on reversible decoherence was proposed recenfl28h In
this simple case, the environment correlation function reads
Hi=2 xo(o-a,+o.a,). (63

a’(t,S):e_iQ(t_s), (57)

We can either consider the spin-oscillator system coupled
to a heat bath, or consider only the spin coupled to a heat
bath and coupled to an auxiliary oscillator, as illustrated in

where() is the frequency of the single “environment” os-
cillator. Figure 3 shows the time evolution of tefunction
of such a “Schrdinger cat” in phase space fdk=0.50
and a coupling strength between the two oscillators o#0.1 S -
Apart from an overall oscillatory motion due to the ‘“sys- Single oscllator o\
tem” Hamiltonianwa'a, we see how the cat first decays but ‘ H P
later becomes alive again. Further investigations of stochas- 0,8,2) «—’» 3
tic state vector descriptions of such reversible decoherence ‘
processes are left for future investigations. It is worth men-
tioning that depending on the stochastic process, the cat my
subsequently decay into either of its two components.

bath of oscillators

FIG. 4. Shifting the “system-environment” boundary. First, we
VI. SHIETING THE SYSTEM-ENVIRONMENT consider the “spin-single oscillator” system with staig(¢),
BOUNDARY coupled to a heat bath with noige. Alternatively, we can consider
the “spin” only as the “system” ¢,(&,z), coupled to the “single
In this section we consider a situation where the “Heisen-oscillator + heat bath” environment(noises &,z). In non-
berg cut” between the system and the environment is nokMarkovian QSD, both descriptions are possible and lead to the
obvious. Since the non-Markovian QSD equation providesame reduced spin state.
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Fig. 4. In the first case, we can consider the Markov QSD We now turn to the alternative description of the same

description, i.e., a family of spin-oscillator state vectorssituation, but with the “cut” between the spih and the
(&) indexed by the complex Wiener processgs In the  oscillator. In order to solve Eq66) we make the usuahn-
second case, using non-Markovian QSD we have a family ofatz

spin+ state vectorsp,(£,z) indexed by the samé, plus the

non-Markovian noise, with correlations o
' gtzf(t,s)o_dn, (73
. S
M[zf z]=e '@2lts), (64)
where the consistency conditiofil4) leads to 4,f(t,s)
The (linean stochastic equation€ll) governing, and ¢, =[iw,+ N2+ xF(1)]f(t,s), where f(t,t)=x and F(t)
read =[ba(t,s)f(t,s)ds. Consequently,
. A2 . A2
l//t:_i(H1+H2+H12)¢t+)\0'J//t§t_?0'+0'—'/fty F(t):X+<iw1_iw2+?"‘XF(I))F(U- (74
(65)
Using the notationgp,=v(t)||)+v4(t)|T) one gets
. A2
i =—iHiptNo_ &~ 5 0,0_Pt xo_diz Y
2 vo=|?lv0+()\§t+)(zt)vl, (75)
t 1)
—Xou,f ef"”z(tfs)ﬁds, (66) 2
0 525 . L wq A
V1= — |7+7+XF(U Uiq. (76)

where\ is a function of they,’s, that is of the strength of

the spin—heat-bath coupling. . Note that sincev, is independent of;, v,(t) is itself inde-
A natural question in the present framework is to studypendent ofz, hence,

the “Heisenberg cut”: compare the states of the spiav-

eraged over the noise with the mixed state obtained by w;

tracing out the second oscillator @Jr from the one- giMdvol=i 5 Mvol+Aéw;. (77)

oscillator-spin states, i.e., we ask whether the equality

ML| (£ 20X S £ D= Tra(l(ON(O]) (67

holds. According to the general non-Markovian QSD theory pa=M| p(£,2) )W di(£,2)|]=
presented in this paper, the sginstate should be indepen-
dent of the position of the Heisenberg cut. Below we illus-

trate this feature using the present example. ) ) ]
By assumption the oscillator starts in the ground stateFinally, a straightforward comparison of Ed§9)—(71) and

o= $o®|0). Hence, the staté, can be expanded as

l;bt: CO(t)|l7O> + Cl(t)|T!0>+ Cz(t)|l,1>,

where

Co=NE(t)Cy+

1OF}

'3

Co

- LW \? .
C1:_ | ——+ = C1_|XC2,

2 2
- . w31
Cz=_| 0)2_7

Tracing out the single harmonic oscillator, one obtains the

spin+ state(in the 1| basig

p1=Tro(|(HN ()] = (

|c4/?

*
CoCy

Co+ xCy

*
CoC1

lcol?+]c,l?

|

(68)

(69

(70

(71)

(72

Averaging over thez noise, one obtains the spinstate(in
the 7| basig

|Ul|2 MZ[US]U].

MZ[UO]Uic Mz[|UO|2] '

(78)
(74)—(76) shows thaty=M,[vy], c;=v,, andc,=—iFuv;.
Hence, 3 of the 4 entries of the matrigesandp, are equal.
The equality of the fourth entry follows from the general
feature that linear non-Markovian QSD preserves the mean
of the square norm.

This completes the proof that, = p,: the spin3 state is
independent of the position of the Heisenberg cut, for all
times and all realizations of the heat-bath-induced ngise
This illustrates the general fact that non-Markovian QSD at-
tributes stochastic pure states to systems in a way that de-
pends on the position of the Heisenberg cut, but that is con-
sistent for all possible choices of the cut. See Fig. 4 for the

illustration of these relationships. This is in opposition to the
case prevailing in Markovian unravelings.

VII. OPEN PROBLEMS

This paper is the first presentation of non-Markovian
QSD. Admittedly, there remain many open questions and a
lot of work has still to be done to exploit all the possibilities
opened up by this new approach. In this section we list some
of the open problems:

(1) The ultimate goal would be to develop a general pur-
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pose numerical simulation program. However, at present nton for the “system” state that we derive in this paper.

general recipe is known. Several authors have proposed stochastic pure-state de-
(2) When do the long time limit and the Markov limit scriptions of such non-Markovian situations using fictitious

commute? This is a question that is of particular interest fomodes added to the system in such a way as to make to

guantum Brownian motion. dynamics of the enlarged hypothetical system Markovian
(3) If the initial condition is not factorized, the present [12,13. Others[14] treat a non-Markovian problem with an
approach must be generalized. explicitly time-dependent Markov unraveling. In our ap-

(4) In the Markov case unravelings exist both with con- proach, by contrast, there are no additional modes, hence the
tinuous trajectories and with quantum jumps, and the consystem is as small as possible, and the stochastic Giciyer
nection between the two is well understdéd7]. In the non-  equation becomes genuinely non-Markovian. This is of in-
Markovian case, the only unraveling known at present is theerest for efficient numerical simulation and high-focus in-
continuous non-Markovian QSD described in this papersight into the relevant physical processes. Also, non-
What about non-Markovian unravelings with quantumMarkovian quantum trajectories are in general much
jumps? smoother than those of Markov processes, which might even

(5) In the Markov case, continuous QSD unravelings existhelp to reduce further the numerical effort.
for real or pure imaginary noise, as well as for complex Let us stress an important conceptual difference between
noise. What about the non-Markovian case? It seems that iNlarkov QSD and non-Markovian QSD. In the Markov case,
the present case complex noise is essential. one starts from a master equation for mixed states and asso-

(6) Note that most of the non-Markovian master equationsiates to it a stochastic Sclimger equation. The master
used in this paper have known analytical solutions. In thesequation may either be derived from a microscopic model, or
cases, the general Zwanzig fof@9] of the master equation: merely be based on phenomenological motivati@&sin the

non-Markovian case, on the contrary, one starts from the
. t stochastic Schudinger equation(11). The existence of a
pt= fOK(t_S)PSdS (79 master equation is guaranteed by the microscopic model
summarized in Appendix C. In general, however, the explicit
form of this master equation is not known. Nevertheless, this

with the memory kernelC(t—s) could be rewritten as a . .
Lindblad type master equation with time-dependent coeffi€Xistence ensures that the_ corresponding stochastic -Schro
ger equation for normalized stat€k7) does not allow

cients. Then, the master equation can also be simulated usi bit fast sianaling. despite it i
Markov QSD with time-dependent coefficients. However, jf aroitrary fast signaiing, despite its non mearﬁgoj. .
From a pragmatic point of view, the Hamiltonian and

the solution of the master equation is not known explicitly, . . o L
or does not lead to a Lindblad type equation, then numerica\lr'ndblad operators in the basic linear stochastic Sdimger

simulation has to use the non-Markovian QSD theory. |tequation (1) can either be derived from a microscopic

would be interesting to illustrate non-Markovian QSD for theory,Nor [K/Ie rlr(1er_ely basetd on phtgnomenololglcaltmlot|va-
more of such examples and to study the conditions undefons. Non-Markovian master equations are almost always

which a non-Markovian problem can be treated with Mar_exceedingly difficult to treat, even nume_rically. However,
kovian unravelings one can always start from the non-Markovian QSD approach

(7) How does non-Markovian QSD compare with Consis_of this paper, which appears thus more fundamental than the

tent historieg 30] and other approaches? For instance, it wagdnaster equation approach.

shown in[31] that the solutions of the non-Markovian equa-

tion (17) can be considered as conditional states in the frame- ACKNOWLEDGMENTS
work of a “hybrid” representation of the fully quantized

microscopic system, allowing a clear physical interpretationver\gte" tgl?gkelr.lg\./:s\;ﬁlevril fc;;rthgﬁfﬁéﬁgmgf gggethﬁ g”'ls
of the stochastic states. y p . L.D.

. . : _supported by the Hungarian Scientific Research Fund
M a(i)ox?laéslsb theu a‘t)i?)%llj%) ?r??grn?g %?r:ﬁf?n eor; otrr;/etirirqmgn through Grant No. T016047. N.G. thanks the Swiss National

72 The zeraDrder tm would be he Varkov QSDSOSISE Foundaton, WIS, waud ke 1o tark e
equation(9), what about the higher orders? 9s9 P 9

(9) Finally, non-Markovian QSD should be applied to Sonderforschungsbereich 237 “Unordnung und grof3e Fluk-

open problems in physics, where non-Markovian effects aréuanonen.

relevant, such as semiconductor lasglg], or atom lasers
[32]. APPENDIX A: FREQUENCY REPRESENTATION

It is sometimes useful to express the noise by frequency
VIIl. CONCLUSION componentg,, :

We present a stochastic equation for pure states describ-
ing non-Markovian quantum state diffusion, compatible with 7=, z,€e", (A1)
non-Markovian master equations. We illustrate its power w
with several examples. In essence, we show that quantum
(finite or infinite) harmonic oscillator environments can be where the frequencias can take positive as well as negative
modeled by classical, complex Gaussian processes, enteringlues. Also the correlation function can be written in Fou-
the non-linear, non-Markovian stochastic Salinger equa- rier representation:
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et This is a remarkable result. It shows that the Girsanov trans-
a(t,s)=a(t—s)=2 a,e "9 @,>0. (A2)  formation is equivalent to a drift of the random varialale
¢ We read off the drift velocities directly from E¢B4):

The correlation of the Fourier components of the noise is

o ,, : ; o d .
trivial: M[z}z,]= d,,, «,, . In this representation the distribu- gile™ ae LTy, (B5)
tion functional becomes a simple Gaussian distribution over t
all z,’s:

One can see that the Girsanov transformation preserves
|z ) the normalization of the distributioﬁt(z). This has the im-

|2
)
Ay

(A3) mediate consequence that the non-Markovian stochastic
Schralinger equation(11) preserves the mean norm of the
guantum state:

P(z)=Nex;{ ->

and the stategy, become functions of the frequency ampli-
tudesz, of the noise. We can then write the fundamental

linear non-Markovian QSD equatigii1) in terms of them: M[||¢t||2]zf ||z/;t||2P(z)dz=f P(z)dz=1. (B6)
i¢t= —iH ¢t+2 Leiwtzw_l_*raweiwti) . Novv"we are going to derive the stochastic non-Markovian
dt B 9z, Schralinger equation for the normalized statef(z)
(A4 =y (2)/l4(2)], where ¢s(2) is the unnormalized solution

) o ) of the linear stochastic equatighl). First, we solve the drift
This frequency representation is a helpful tool to discuss th%q_ (BS) for the trajectorie, (t), with the initial conditions
mathematical properties of the non-Markovian stochastic, (0)=2z, for all ®:

Schralinger equatiorf17), as we do in Appendixes B and C.
Remember that in EqA4) we assume the initial condition _ t .
to be independent of the nois#y(2) = . z,()=z,+ Jo a, e (L") ds, (B7)

APPENDIX B: GIRSANOV TRANSFORMATION

PR NONMARKOVIAN 09D, where  (L1)=(sr@)IL @O ()] ().

The Girsanov transformatio(b) leaves invariant the prob-
As time goes by, Girsanov transformation distorts the dis-ability of the noisez along the above trajectories:
tribution P(z) (A3) of the complex noise int®,(z) accord-

ing to Eq.(6). In frequency representation, we have Py(z(1))dz(t)=P(z)dz (B8)
5 Iz, |2 for all z,,. Hence, we can write the stochastic unraveliég
P(z)=N]| wt(z)|2exp( - a‘” . (B1)  as follows:

We assume that at=0 the statey, is normalized and does pe= ML) (2 1= ML G- (B9)

not depend orz. So, initially, Py(2) is identical withP(z).

We find the time evolution oP,(z) from the linear non- The mean value on the very right refers to the simple undis-
Markovian Sch'fdinger equationﬁll) in frequency represen- torted diStributionP(Z). To calculate it, one has to express
tation (A4). Using Eq.(B1), we find #(z(t)) as a function of the initial amplitudes,=z,(0).

Remember thaty;(z) is the solution of the linear non-
d Markovian equation(1l) or (A4) with initial condition
ath@ ex;{ ‘% Y(2)=hp. The additional time dependence af,(z(t))

(B2) throughE(t) appends a new term to the evolution equation of

these “Girsanov-shifted” states, so that we find the follow-
Now we make a crucial observation. The solutigi{z) of  ing stochastic evolution equation:

Eq. (A4), with initial condition ¢4(z) = ¢, is analytic in all

z,’s. Then it follows thatd|(z))/ oz, = d{y(z)|/9z,= 0 d -~ d .9

for all z,,. Hence, when inserting E¢A4) into Eq.(B2), we  g; #1(@(1)= El//ﬁf% Zwﬁ—zwl/ft (B10)
can substitute

2
z
12| +c.c.
aa)

d.
i@ =N< n(2)

=—iHy+ > Le“Z,—(LT—(LT))

Lt i _0 Lt 2 B3

(2) &_Zwlpt(z) _6'_Zw< >t||‘//t(z)|| ) (B3)
t ~ ~

and we obtain X foa(t,s)o(t,S,Z)dSI/It, (B11)

d. . ~ i
“Pz)=— e 1ot~ (INB(7)+cc. (B4 where we used Eq$13), (15), and(B5). Finally, these states
dt (2 zw: o 5Zm< /P2 B4 have to be normalized. The resulting evolution equation for
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the normalized stateg, is our central result, given by Eq. lem atT>0 is thus reduced to the problem®&0, whose
(17). In the time domain, the shifted noigB7) takes the linear non-Markovian QSD equatidi€3) we already know.

form (16). The resulting finite-temperature linear non-Markovian QSD
equation is
APPENDIX C: REVIEW OF THE LINEAR q s
NON-MARKOVIAN THEORY = —HR Lz, — Lff a (t,s) 8_tds

Here we briefly review the microscopic origin of the lin- s
ear non-Markovian stochastic Schinger equation(11)— t S
see[15—17. The linear non-Markovian QSD equation re- +LT¢,//tzt+—Lf a’(t, s)—ds (CH
sults from a standard model of a system interacting with an 0 6z

environment of harmonic oscillators, represented by a set of
bosonic annihilation and creation operatars,a’,. The in- 't thus depends on two independent procesgesz,” with

teraction ternH, between system and environment is choserf€© Means and with temperature-dependent correlations
to be linear in theaw’s and arbitrary in the system operator

L: H=3,x.(Lal +L"a,), with some coupling constants Mz *zs]= 2, (n,+1)x2e “(t=9=4"(t,s),
Xo- Thus, the model is defined by @ (C6)
Htot:Hsyst+HI+Henv (Cy M[z z5]=0
and
Hoystt 2 Xo(Lal+L'a,)+ > wala,. (C2

+x .2 io(t—s)— ,+ +o+t1—
Solving this total closed system in a clever way leads to the % % MoXo® @ (ts), Mlzz]=0.
linear non-Markovian stochastic Schiinger equation(11) (C7)
for the system state,(z). As an initial condition we assume
a factorized formp,=|o){o|® pr for the total density Here, n,=(exphw/kT—1)"! denotes the average thermal
operator, with all bath oscillators initially in some thermal number of quanta in the mode. We identify these terms as

statept=® ,p,(T). describing the stlmulatemQ and spontaneous+(1) emis-
sions Lz") and the stimulated absorptlonﬂ)(from the
1. Zero temperature bath (LTz"). Notice also that foT—0, all then,, tend to
In [17] it was shown that if all the environment oscillators Zero and Eq(C5) reduces to Eq(C3), as it should.
are initially in their ground stateT{(=0), the dynamics of the
reduced density operat@r=tre,oi(t) Of the model(C1) 3. Finite temperature andL=L"
can be unraveledp,=M[|(2)){¢(2)|]) using the linear

In th f If-adjoint li LT=K
stochastic Schnbnger equatlorill) n the case Oor a se adjom coupling operatmf

the finite temperature result can be simplified considerably

d ¢ Si by introducing the sum procesg=z, +z having zero

&zpt: —iHy+ Lz — LTJ' a(t,s)gds, (C3 mean and correlations
0 S

. . M[zf z]=a"(t,8)+ @ (t,5)=a(t,s)
where the colored complex stochastic procegsegth zero

mean satisfy =2 x2[(2n,+1)cosu(t—s)—isinw(t—s)],

M[Zf z]=2 x2e " 9=a(t,s), M[zz]=0.

M[zz.]=0. (C8)
(C4

Notice that (d,,+1)=cothfiw/2kT) so thata(t,s) is noth-
We see the microscopic origin of the bath correlation func-. ing but the well-known bath correlation kemel of the so-

tion a(t,s) at zero temperature. For real physical systems we
have w=0 in Eq. (C4. To model an arbitrary time- called gquantum Brownian motion modg5]. In terms of

this single processg,, the linear non-Markovian QSD equa-
translation-invariant correlation function, one needs environ;

ment oscillators with neaative frequencies as well tion at finite temperaturéC5) takes the simple form of the
9 q ) zero-temperature equatid@3) involving just one noise;

2. Finite temperature

d t O
— = —iH i+ Kiz—K | a(t,s)—ds, (C9
In order to derive the linear non-Markovian QSD equation dt = —TH Kz, foa( s) 524 s (©9

at finite temperatures, we use a simple mathematical trick,

well known in field theory[33]: the nonzero temperature with the temperature-dependedft,s) of Eq. (C8). For K
density operatorp; of the heat bath can be canonically =q the position operator, this unraveling was first intro-
mapped onto the zero-temperature density operéfoe  duced in[16], derived from the exact Feynman-Vernon path
vacuum of a larger(hypothetical environment. The prob- integral propagator of this model.
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