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Preface

Yet another book about thermodynamics? Wherefore? This almost two-hundred
year old physics subject is having been discussed at depth and presented in a
plethora of textbooks extensively. It is not my intention to add one to this num-
ber. It is the experience in modern research problems dealing with matter under
extreme conditions which challenges me to write a book about this topic. Physical
matter at high energy, velocity and momenta, under extreme acceleration or decel-
eration, or by another particular circumstances, such as unusual complexity, does
behave strangely. Talking about extremely high or low, by the familiar thermometer
not measurable temperatures, leads us not only to the question, what is the temper-
ature of such matter, but also to the question, whether the very concept of absolute
temperature is applicable: Is there a temperature at all?

The more important this question becomes since the ”social” disciplines of
physics, like biological physics, econophysics, sociological models started to apply
mathematical models and concepts originally devised for the study of ”ordinary”,
i.e. atomic matter. These generalized statistical and stochastic models apply quan-
tities analogous to the physical energy, to the entropic measure of order and dis-
order, and to the associated concept of absolute temperature. By such applications
of physics, however, the exception seems to be the rule: most studied distribution
properties are peculiar from the classical thermodynamics viewpoint. To give an ex-
ample, the Black-Sholes model, describing pricing strategies for derivative financial
transactions1, is mathematically a classical diffusion model, like the Fokker-Planck
equation. Meanwhile it turned out that more realistic models describing the price
fluctuations do show a fat tail, namely a non-Gaussian distribution. Such tails, fre-
quently occurring as power-law tails, can be described as a result of anomalous
diffusion. The general theory dealing with such distributions, as classical thermo-
dynamics does with the canonical exponential energy distribution, is in its making
currently. One of her tentative names is non-extensive thermodynamics.

1 The Bank of Sweden Prize in Economic Sciences in Memory of Alfred Nobel was awarded to
Robert C. Merton and Myron S. Sholes in 1997, who worked out this model in close collaboration
with Fisher Black.
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viii Preface

However, this book is not another introduction into non-extensive thermodynam-
ics either. There are good books devoted to this task. The intention here is to present
basic concepts at the very heart of statistical physics as they are challenged in high
energy nuclear and particle physics by phenomena like energy distribution of par-
ticles irradiated from a fireball mimicking the Big Bang in little, like a quite for-
mal use of absolute temperature as a parameter of higher than four-dimensional ob-
jects or like the particular behavior of colored noise in the dynamics of elementary
fields. By doing so we particularly concentrate to the recurring question whether
all the ”anomalous” thermodynamics behavior is just a finite-size finite-time effect,
or it survives the (in several cases only theoretical) limit of a large number of de-
grees of freedom, commonly called the ”thermodynamical limit”. This question can
presently be answered in the mathematical framework; the answers in physical ex-
periments seem to be delegated to the future. Notably, also the question: Is there a
temperature? in these exotic, highly energetic physical phenomena.

Budapest and Piliscsaba, August 2009 - September 2010. Tamás Sándor Biró
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Chapter 1
Introduction

Energy, entropy and temperature are key concepts both in classical and modern
physics. It is, however, challenging to understand their meaning in phenomena in-
volving matter under extreme conditions, such as high velocity, acceleration or com-
plexity. The historical path of the evolution of these concepts roots in the seventeenth
century mechanics and nineteenth century thermodynamics. Quests for a mathemat-
ical and microscopical foundation for these key concepts brought life to studies of
ergodicity, chaos, kinetic theory and physical chemistry in the turn of the nineteenth
and twentieth centuries. In fact emotionally loaded disputes between Poincaré’s con-
cept of recurrence in phase space and Boltzmann’s model about the emergence of
irreversibility by following reversible microrules made it difficult to generally ac-
cept either view. Physical measurement and interpretation, theoretical construction
of the quantity called absolute temperature are the topics in Chapters 2 and 3.

Modern microphysics, first of all quantum mechanics, has been triggered by this
need for understanding the natural laws of motions on the level of atoms: a tradi-
tional field of chemistry became a central research topic in physics. The Boltzman-
nian (and Gibbsean) views of entropy and temperature, however, are not challenged
by non-relativistic quantum mechanics, since it is founded on reversible equations.
Nevertheless due to the operator formalism, the use of which is forced upon us by
the phenomenon of quantum uncertainty, the interpretation of temperature becomes
more delicate than in the classical setting. Also the mechanisms by which the mi-
croscopical motion is concluded in macroscopic trends, in particular the notion of
noise and the mathematical tool of stochastic differential equations, are extending
thermodynamics. One has to be, however, sober about distinguishing between finite
size and finite time (transient) effects and variations of basic concepts due to viola-
tion of assumptions like short range interaction and statistical independence. Some
effects due to a finite phase space are demonstrated in Chapter 4.

High complexity challenges the classical concepts of thermodynamics at its very
roots. Starting with generalized formulas for the relation between entropy and the
probability distribution of microstates, (i.e. generalizing Boltzmann’s famous loga-
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2 1 Introduction

rithmic formula), through the interpretation of certain, energy-shell dependent, col-
ored noise effects in terms of generalized canonical energy distributions (often with
power-law tails), til the general features of infinite repetition of abstract composi-
tion rules (and its possible relevance to high energy physics phenomenology) there
are contemporary challenges of a special nature, related to fundamental statistical
physics concepts. Chapter 5 of this book deals with such questions.

Twentieth century and contemporary physics research challenges the classical
concepts in several further ways. The theory of special relativity, dealing with high
velocity motions, has changed basic features of our view about motion in general: on
the one hand there is a maximal speed by which any material body may move, and
on the other hand for a moving observer energy is inevitably mixed with momen-
tum, so the description of thermodynamics as energetics relativistically becomes an
entangled, complex problem. Furthermore the demand of causality requires local
description, and makes it to a complicated task to synchronize the measurements of
time in an extended space. Due to this, the classical concept of an extended ther-
modynamical body appears less useful. Although a homogenized, density based de-
scription emerges, the fingerprints of the concept of volume and mechanical work
(also important to identify internal energy and heat relativistically) remain, e.g. in
the occurrence of a local expansion rate, the Hubble constant. A discussion about
the question, how should temperature transform by relativistic motion, has been
started by Planck and Einstein. Their views has been challenged in the 1960-s, and
was confronted with the fact that boxes filled with radiation transform differently
(i.e. showing a Doppler-effect) than ordinary, massive bodies, in the 1990-s. Ac-
tual measurements on particle energy spectra with masses are obtained in high en-
ergy accelerator experiments from the late 1980-s. Experiences with these spectra
challenge Einstein’s formula and a more complex formula should be used today.
Also the number of degrees of freedom involved in forming such energy spectra are
much less than for ordinary bodies, just a few thousand instead of Avogadro’s num-
ber (6×1023). This causes observable mesoscopic features, deviations from the so
called canonical distribution. These challenges to the classical concept of tempera-
ture are discussed in Chapter 6.

Modern developments in the theory of gravity, initiated by Einstein in 1916,
have the equivalence principle at their heart: acceleration and gravitational fields
are physically equivalent. This theory of general relativity allows for surprising
mathematical solutions in certain cosmological or high-gravity setups: the physi-
cally extremely exciting but experimentally only indirectly observable black holes
are wrapped into a horizon, the limit of no return, from where even light is to heavy
to take off. Hawking and Bekenstein observed in 1975 that the merge of two black
holes follow rules similar to those by the entropy in thermodynamics: there is an
asymmetry between fusion and fission of horizons. They suggested, at the begin-
ning absolutely just as a mathematical analogy, to associate a temperature to this
kind of entropy for counting for the total - by construction internal - energy change
of black holes. This quantity, the gravitational acceleration on the horizon surface,
corrected by the red-shift factor, behaves like the absolute temperature.
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On the other hand, due to the equivalence principle, strong acceleration, as it
occurs by stopping accelerated particles, and strong gravitational fields, as it occurs
near a black hole, are physically equivalent. This gave rise to the idea to interpret
the emergence of thermally looking particle spectra in accelerator experiments as
an effect mimicking strong gravitational fields. In theory, the vacuum itself occurs
as a thermal ensemble for an accelerated observer and therefore the temperature
fitted to the energy slope of observed particle spectra may be related to a - constant
- deceleration factor (this is called the Unruh effect).

Moreover, contemporary theoretical models, partially motivated by string the-
ory, describe the thermodynamics of strongly interacting elementary matter, briefly
called quark matter, in an imagined ten dimensional spacetime as being on the four-
dimensional horizon of a five-dimensional black hole. Here again the surface gravity
serves as a temperature, and this concept works astonishingly well when compar-
ing with results of involved numerical calculations (lattice QCD) done in models in
ordinary four-dimensional spacetime. It is still not completely understood why and
in what depth consorts this temperature with the original thermodynamical concept.
These challenges are presented in Chapter 7.

Field theory, the basic theoretical tool in elementary particle physics, discovers
again a mathematical analogy between canonical partition sums and quantum path
integrals. This analogy supported the idea of a quantization method based on ther-
mal noise in a second time dimension, the idea of stochastic quantization (Parisi).
Speculations about a quantum theory emerging from a sub-quantum physics mo-
tivated the notion chaotic quantization, where the ”normal” quantum behavior in
four-dimensional spacetime would emerge as a ”holographic shadow” of a higher-
dimensional ergodic motion on a lattice. However, even disregarding these specula-
tions, there are enough challenges for formulating and understanding thermal field
theory from the scratch: the quantity temperature should not be used as a param-
eter, but rather has to be described by the solution of microscopic field dynamics.
This leads us to the problem of describing noisy dynamics and to understand lead-
ing order quantum effects on it in the framework of quantum field theory. The most
widely known of them being the interpretation of the inverse absolute temperature
as a periodicity in imaginary time. This challenge is outlined in Chapter 8.

This book is devoted to the concept of temperature, its evolution from the classi-
cal beginnings to a modern everyday tool in research. Its primary purpose is to raise
and partially discuss questions which are challenging the classical knowledge laid
down in textbooks. Many (but of course not all) of these challenges can be under-
stood already by simple means, without following involved mathematical deriva-
tions in professional depth. The author hopes therefore that this book will be useful
for physics students at the major and doctorate level as well as for active researchers,
and for everyone who is interested to take an intellectual challenge by following the
use and misuse, the acceptance and debate, the evolution and revolution of core
concepts in contemporary physics.





Chapter 2
How to measure the temperature

The three main methods for measuring the temperature: by direct contact with a
thermometer, by analyzing radiation spectra stemming from a thermal source, and
by conjecturing from the observed chemical composition.

2.1 Thermoscopes and Thermometers

In order to develop or understand relevant mathematical models used to describe the
laws of nature in theoretical physics it is of help to enlist first what the intuition says
about the issue. Several of our concepts in science, in particular the basic thermody-
namical quantities, like heat, energy, temperature, are also rooted in our perception
- as a first, naturally given device to form our feelings and thoughts through our
senses. Based on this, and following the push towards objectivity, man-constructed
devices enlarge our sensory field – and make different personal experiences more
comparable at the same time. Finally quantification and introduction of a standard-
ized scale leads to the mature state of being a scientific (and technical) concept.
Such concepts can be parts and actors of a scientific theory then, aiming at a logical
system of explanations for phenomena which is free from the smallest contradiction.

This process takes its time. Historically, physics developed through several cen-
turies to the science it is today. This is in particular true for the concepts related to
thermal phenomena. In this section we deal with devices constructed and used for
measurements of heat. Thermoscopes just react to the presence or transfer of heat,
thermometers translate this process into a temperature scale. The very question of
the arbitrariness of such scales has been answered in classical thermodynamics by
pointing out the physical sense behind a universal, so called absolute temperature
scale. This existence and constructibility statement is part of the problematics con-
nected to the zeroth theorem, alias the zeroth law of thermodynamics.
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6 2 How to measure the temperature

2.1.1 Heat perception

Human beings (and many others) do show sensitivity to heat, to this special form
of energy change. Mostly - and most safely - radiated heat can be sensed; the best
by hands or by the face. Since this happens without mechanical contact seen by our
eyes or felt by our pressure sensitive cells – heat is considered to be something more
mystical than the mechanical concepts, like force or energy. In fact the interpretation
of heat as a substance, the ”caloricum”, was the predecessor theory to the ”kinetic”
one, interpreting heat as internal motion. Joseph Black worked out several important
concepts of thermionic physics based on this – in retrospective abandoned – view.
Among others he introduced quantities like specific heat, latent heat, melting and
evaporation heat, and heat capacity [1].

Experiments have been designed to demonstrate and measure the heat substance.
Benjamin Thompson (Lord Rumford) concluded from his experiments at the end
of 18-th century that the weight of heat, the change in weight by one degree tem-
perature rise, has to be less than one to a million (10−6). The final victory for the
kinetic over the substantial interpretation of heat was brought by the formulation of
the principle of equipartition, explaining not only the nature of heat, but interpreting
both the principle of energy conservation and the irreversibility trend by dissipative
phenomena in a unified framework. It is a remarkable irony of history, that today
we consider a mass equivalent to all type of energy, including the kinetic energy
of microscopic (atomic) motion. This effect is, however, very small in the everyday
life of SI units, kBT/mc2 being in the order of magnitude of 10−40 for one degree
temperature difference in a body with a mass of one kilogram (about 2 pounds).
The situation is quite different in particle physics, where this ratio approaches one
in some situations1. For the latter it is unavoidable to work out a relativistic theory
of heat and thermal phenomena.

Radiated heat is frequently accompanied by visible light; and from the modern
physics we know that both light and heat radiation are in fact mediated by photons
- just a little different in energy. This issue touches the question about the very na-
ture of light: is it an electromagnetic wave or a corpuscle called photon? In fact
both views led to predictions of radiation spectra of so called absolute black bod-
ies – bodies that emit the same spectra of radiation they absorb. Max Planck has
established his formula for the black body radiation spectrum by interpolating the
entropy-energy relation, S(E), between these complementary views [11].

Also by touching we can sense whether a body is warm or cold; whether it is
warmer or colder than oneself. Being in water cold and hot streams can be sensed
quite sharply. In this case we meet with the flow nature of heat: it circumvents our
sensory device (the skin), it flows from warmer to colder places. This flow is some-
times steady, sometimes turbulent. Already in the Middle Ages became clear that

1 For example pions have mc2 = 140 MeV and experience in heavy ion collisions carried out in
modern accelerators a temperature around kBT = 120−160 MeV.
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heat-related, or shortly thermal phenomena are associated to two main properties:
one is more like an intensity (modern physics names the temperature as an intensive
variable), the other is more like a quantity, increasing with the extension of the hot
body (so called extensive quantity). The favorite example is flame: its thermal inten-
sity is greater than that of a piece of hot iron, while the latter carries more substance
of heat (and causes more damage to us than a flame at the same temperature).

And finally heat conduction, the third form of heat transfer, can be detected by
our senses: the far better conductivity of metals is responsible for the fact that by
touching them they appear appreciably colder than an insulator, like wool or wood
or human skin, at the same temperature. This process leads much faster to thermal
equilibrium than the previous ones, especially by radiative contact we never expect
to be equilibrated to the temperature of the source (e.g. the Sun) in our lifetime2.
And still, thermodynamics states that the thermal equilibrium is universal in the
sense, that this state is independent of the way, of the material consistence and of
the speed of changes by which we arrive at it. Furthermore, once equilibrium is
achieved, it will also be maintained – at least in lack of serious disturbances.

Such a behavior really can only be understood on the basis of coupling our
macroscopic, from the world of senses and human made human size devices stem-
ming information to assumptions and models about the microscopical behavior of
matter: the kinetic theory of heat and the concept of entropy as information about
microscopical order and disorder are rooted very much in the above universality and
maintenance properties of a thermal equilibrium state.

2.1.2 The first thermometers

The first devices were just sensitive to the change of heat without actually measuring
it, the so called thermoscopes. Thermometers connect this sensitivity to a scale; to a
quantitative measurement between two fixed physical points[2].

Most devices make use of a physical sensitivity to heat, such as dilation (the com-
mon thermometers using mercury or alcohol), or change in the electric properties
(digital thermometers). Phenomena related to dilation of air and vapor reacting to
heat were already known in ancient civilizations. There are notes about Héron of
Alexandria, who experimented with devices making use of the force of heat. Huge
and heavy temple gates were secretly opened by the use of the work exerted by heat.

The use of dilation for the measurement of heat intensity – the temperature –
had a long technical evolution. Reproducibility requires that such devices become
robust, but still delicate enough to react fast to changes and delicate enough not to
influence the measured object unduly. Instead of air water, later alcohol became the
favorite signal material, just to give room at the end to mercury. First thermoscopes

2 Actually one leaves the sunny spot before his/her own temperature becomes uncomfortable.
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constructed in the renaissance Italy were open systems reacting to air pressure as
well as to temperature. Such baro-thermoscopes were also constructed by Galilei
and Toricelli, later by the Bernoullis - just to mention a few famous names.

The device known nowadays as ”Galilei thermometer” was invented by Ferdi-
nand II, Grand Duke of Tuscany. In a closed glass tube, filled with a mixture of
water and alcohol, small, colored vesicles of different density swim. Depending on
the temperature more of them float at the top and some of them sink to the bottom.
The temperature is calibrated to the middle one. This devise is already a thermome-
ter, since numbers, measures of temperature, are associated to each floating spheri-
cle. This device usually measures temperatures with a resolution of two degrees of
Celsius (cf. figure 2.1).

Fig. 2.1 So called Galilei Thermometer – actually invented by Ferdinand II Grand Duke of Tus-
cany.
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It is not clear who was the first constructor of a thermometer. Tradition names
Galilei as well as Santorio, Avicenna, Cornelius Drebbel or Robert Fludd. Fludd’s
thermometer, introduced in 1638, uses a vertical tube with a bulb at the top, the other
end immersed into water. The basic design with a bulb and a tube remained til the
modern times; it separates the ”reaction zone” in the bulb from the ”read-out zone”
in the tube. The first who put a scale besides the tube could have been Francesco
Sagredo or Santorio.

The standardization of the temperature scale also has a long history. Christian
Huygens suggested to use the melting and boiling of water as two characteristic
points to fix the scale in 1665. In 1701 Isaac Newton proposed to use twelve de-
grees between the melting of ice and the body temperature. The sexagesimal and
the decimal system fought long. In the continent the decimal metric system has been
established after the French revolution, while in England the dozen- and sixty-based
counting remained more common. Regarding the temperature scales this evolution
peaked in the Celsius (also called centigrade) and the Fahrenheit scales.

2.1.3 Réaumur, Fahrenheit and Celsius

Thermometers using the physical phenomenon dilation (of alcohol or mercury) at-
tach a scale to the tube. The points on this scale has to be fixed. Assuming linearity
– what is behind almost all scales in use – actually two points would suffice. Two
dramatic and easily reproducible physical events can serve well to fix a temper-
ature scale. More points may serve to control the linearity of the dilation subse-
quently. The number of subdivisions are absolutely arbitrary, different suggestions
were made, thought to be ”natural” for the contemporaries.

René Antoine Ferchault de Réaumur (1683-1757) suggested in 1731 a tempera-
ture scale using an octogesimal division between the freezing point of water (zero
point, 0oR) and its boiling at normal atmospheric pressure (80oR). The grads were
designed to belong to one thousandth change of the volume contained in the bulb
and in the tube up to the zero mark. The choice of 80 was quite natural for the
French, especially before the Revolution, when they introduced the decimal metric
system. Eighty has several divisors among whole numbers: 80 = 2× 40, 4× 20,
5×16 and 8×10. This helps for fast calculations and rapid perception.

Daniel Gabriel Fahrenheit proposed in 1724 his 96-based system. By using mer-
cury filling, a finer grading was demanded. He fixed the scale to the melting point of
salty ice at −18oC centigrades and to the human body temperature at +36oC centi-
grades. These are the zero point, 0oF and the upper end, 96oF . Again these numbers
are easily divided by a number of divisors: 96 = 2×48, 3×32, 4×24, 6×16 and
8×12.
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The scale suggested by Anders Celsius in 1742 takes one hundred subdivisions
between the freezing and boiling point of water at normal atmospheric pressure.
This became part of the metric system during the French revolution in 1790, and is
in use all over the world today. Owing to the different fixing points and numbers of
subdivisions, there are linear formulas for transforming temperatures between these
scales. Obtaining Fahrenheit temperature from the Celsius one, the linear equation

F = aC + b (2.1)

has to be fixed at two points. Zero Fahrenheit belongs to −18 centigrades, while
96oF to 36 centigrades:

0 = −18a+b

96 = 36a+b. (2.2)

Subtracting from the second line the first one we get 96 = 54a, so the proportionality
coefficient becomes a = 96/54 = 16/9. This value is often approximated by a≈ 9/5
intending to facilitate fast computation by heart (16 ∗ 5 = 80 while 9 ∗ 9 = 81, it
makes an error faintly larger than one per cent). Substituting the result for a into
the first line, the parameter b can be obtained as being b = 18∗16/9 = 2∗16 = 32.
Finally the transformation formula is given by

F =
16
9

C +32≈ 9
5

C +32. (2.3)

Perhaps it is easier to remember a few special values at centigrades divisible by nine.
They are collected in the following table.

F 0 16 32 48 64 80 96
C -18 -9 0 9 18 27 36

Table 2.1 Easy to remember values in the Fahrenheit and Celsius temperature scales.

This table is very simple if the Fahrenheit values are written in hexadecimal
(16-based) number system and the Celsius values in a nonal (9-based) system (cf.
Table 2.2). The fast computation can be based on a special form of equation (2.3)
emphasizing that Fahrenheit degrees are at best grouped into sixteens while Celsius
degrees into groups of nines:

F
16

=
C
9

+2 (2.4)

As a consequence in both the nonal and the hexadecimal system the shift is two
times the base, ”20” (meaning 2×16 = 32 or 2×9 = 18 respectively).
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16F 0 10 20 30 40 50 60
9C -20 -10 0 10 20 30 40

Table 2.2 Hexadecimal and nonal number system values in the Fahrenheit and Celsius tempera-
ture scales.

Since then the technology of thermometers undergone a process of refinement
and diversion. The handy size clinical thermometer we know today was introduced
in 1866. It delivers a result in five minutes with a precision of 0.1oC. There can be
several sources for a thermometer being imprecise. The calibration has to be done
with great care, since pressure influences the value of temperature. Distilled water at
ice melting and boiling is regarded at standard atmospheric pressure according to the
actually valid international standard. The linear interpolation between the calibrated
points also may depend on the material used for dilation. The mercury in a glass tube
may show the maximal deviance from the value measured by the electric resistance
of platinum in the middle of the scale, at 50oC. Due to glass-technology a variation
in the diameter of capillaries also cannot be excluded.

Modern electric thermometers, like the platinum resistance thermometer, has a
resolution of ∆T = 0.1oC and is calibrated at five points at −18,0,40,70 and 100
centigrades. At the interpolation points it reaches an accuracy of ±0.2oC. For sci-
entific purposes and in the industry several other thermometers are in use. Infrared
thermometers are very good at telemetry: they measure spot temperatures at a dis-
tance. They are particularly useful for measuring high temperatures (like in metal
industry) or temperatures of moving objects. Their scale is based on the black body
radiation formula; for shiny or gray surfaces corrections have to be made (usually
included in the software). It is also of theoretical interest, the temperature of moving
bodies is related to the relativity principle and will be discussed in some detail in
chapter 6.

Bi-metallic stemmed thermometers (so called thermocouples) are used in food-
industry, thermistors (electronic devices with temperature sensitive resistance) by
cooking and baking. Modern electronics and solid state physics also have devel-
oped a number of smart thermometers. Liquid crystal thermometers are in clinical
and household use. Temperature measurement based on radiance is the principle
behind phosphor thermometry. This plethora of methods and technologies is rather
overwhelming than reassuring. Which is the correct temperature? Must physics de-
pend on so many circumstances? Melting and boiling of one, dilation or electric
conductivity of another material? One would very much welcome a universal tem-
perature.
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2.1.4 The absolute temperature

The above wish did not remain without fulfillment. Although the temperature scale
is still arbitrary, there is an exclusive zero point on physical grounds. In order to
explain this fact a correspondence between the energy, as contained in internal mi-
croscopic motion, and the temperature, as an intensity property of this motion, had
to be established. Furthermore also the heat, describing the substantial component
in thermal phenomena had to be understood.

Studies about the nature of heat led to the formulation of energy conservation.
The absolute temperature scale is zero when the internal motion is at its minimum:
in the classical physics this energy is zero, in the quantum mechanics (established
later than the introduction of the absolute temperature scale) a small zero point
motion is present. In this stage the order is maximal, the number of ways of realiz-
ing this macrostate are minimal. The absolute zero point turned out to be at about
−273oC. The absolute scale is in centigrades, just the starting point, the ”absolute
zero” differs from the Celsius scale. This temperature is named after Lord Kelvin
(Thomson) and is denoted by oK. Since the state of thermal equilibrium is universal,
the ”absolute” temperature is also universal in the sense of being independent of the
material consistence[12].

According to present international agreement the Kelvin scale is fixed to two
points: the absolute zero 0oK is at −273.15oC and the value 273.16oK at the triple
point of standard water with a specific mixture of hydrogen and oxygen isotopes.
This triple point, where ice is melting, is at 0.01oC. Practically this definition fixes
the absolute temperature to be measured by the same scale as the Celsius one, just
shifted by a constant amount of 273.15.

In physics the absolute Kelvin-temperature is the only sensible temperature to
talk about. It is often cited in the equivalent energy units using the Boltzmann con-
stant:3 kB ≈ 1.38×10−23m2kgs−2 oK−1. In particle physics often ”temperature” is
written but the energy kBT is meant.

2.2 Spectral Temperature

The classical concept of temperature rests on the concept of thermal equilibrium.
The first thermometers and the first problems discussed in thermodynamics – stem-
ming from demands to solve problems in everyday life and industry – were based
on direct contact between large bodies; under such circumstances thermal equili-
bration happens fast. While a perfect reservoir has an infinite ability to give or
absorb energy and heat (it has an infinite heat capacity) and therefore it keeps its
own temperature during a thermal contact with other objects, a perfect thermometer
on the other hand reacts immediately to changes in temperature and its own tem-
perature equals to the temperature of the attached body (it has zero heat capacity).

3 This name was actually given by Max Planck.
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Building on these ideal properties, thermodynamical theories assume large objects
to be investigated. So large, that they themselves can serve as a perfect reservoir for
their smaller parts. Whenever this approximation becomes physically meaningful,
we consider the so called thermodynamical limit. Please note, that this definition of
the thermodynamical limit is not restricted to large volume or large particle number
only; if the behavior as its own heat reservoir is established by any means, this limit
is considerable. As the revers of this coin, a small part of a large enough object may
serve as a thermometer. In ideal thermal equilibrium it must have the same tempera-
ture as the rest of extended body, signals received from such a local spot in principle
reflect information about the whole equilibrated object.

The direct and stationary contact between object and thermometer is a sufficient
but not a necessary condition for a temperature measurement. Measuring the tem-
perature from a distance is based on radiation. In this case one assumes that the spec-
trum (energy distribution) of the radiation is characteristic to the emitting source and
essentially was not distorted in its way to the detecting device. In the most common
cases of astronomical spectroscopy this assumption is quite natural, since the outer
space is very rarely polluted by objects. Yet, sometimes, it happens that some cloud,
plasma or strong magnetic field shields the observed object from us and then the
radiation can become distorted from its original shape. Fortunately, detecting and
measuring a large enough part of the energy distribution in a radiation itself reveals
whether it stems from an ideal object, called black body, at one fixed temperature,
or not.

In order to rely on temperature measurements by spectral analysis, one utilizes
a background knowledge established during the past two centuries. It includes a
number of ”laws” associated to different facets of thermal electromagnetic radiation,
converging to the (quantum-)statistical theory of photons. In the next subsection we
follow this path and gradually introduce the most important concepts underlying the
black body radiation. Then, analog to the statistical model of photons, we consider
other particles. The main question to be discussed is how their spectral distribution
reflects the temperature of the emitting source (provided no disturbance between
emission and detection).

2.2.1 Black body radiation

Measuring temperature by radiation has the enormous advantage that it can be done
from a distance. The theory behind radiation, however, also had to be developed
first. An object, emitting radiation, first of all has to be in thermal equilibrium for
the applicability of thermodynamics, otherwise we would already fail at the level
of the zeroth law. The thermal equilibrium state of a radiating object is defined by
Kirchhoff’s law, formulated by Gustav Kirchhoff in 1859: the emitted and absorbed
energy by the radiation must be equal. And not only as a total amount, but in detail:
at each energy of the photons. Since the concept of photons was not yet established
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Fig. 2.2 Size relations between thermometer, object and heat reservoir. In the thermodynamical
limit all are realized in the same system.

that time; the experience of equality was formulated in terms of wavelength. In each
small interval around a selected wavelength emission and absorption are equally
efficient by a body in thermal equilibrium. The wavelength, λ and the (circular)
frequency, ω are related by ω = 2πc/λ and dω =−2πcdλ/λ 2. A brief formulation
of Kirchhoff’s law is given as

emissivity(ω) = constant × absorptivity(ω)

This is the detailed balance principle applied to radiation. The fraction of incident
power (energy rate in time) may also depend on the angle; for the sake of simplicity
it is often left out from the physical discussion. The laws of thermodynamics must
be valid in general, therefore it is frequently enough to consider only the isotropic
case.

An object fulfilling Kirchhoff’s law is an absolute black body, it is an ideal, theo-
retical object. But reality is surprisingly close to this ideal. As a corollary to Kirch-
hoff’s law, the emissivity of a real body cannot be higher than that of a black body:
in thermal equilibrium the entropy is maximal. Kirchoff’s law can be interpreted as
a detailed balance between a box with an emitting and absorbing wall filled with
electromagnetic radiation. Denoting the frequency distribution of the black body ra-
diation inside the box at (absolute) temperature, T , by B(ω,T ), the energy incident
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to the wall defines the absorptivity coefficient, A(ω):

Ein = A(ω)B(ω,T ). (2.5)

Similarly, the emitted energy defines the emissivity coefficient, ε(ω):

Eout = ε(ω)B(ω,T ). (2.6)

The not absorbed power (energy per unit time) is called reflectivity, R(ω) = 1−
A(ω). How big these frequency-dependent coefficients are, depends on the mate-
rial quality of the wall; the ratio between emissivity and absorptivity is, however, a
general statement about the thermal equilibrium of radiation. So is the spectral dis-
tribution of energy in the radiation, B(ω,T ): It is determined by the temperature and
the detailed balance principle only. As we shall see later, it contains two constants of
nature: Boltzmann’s constant relating the absolute temperature to energy units and
Planck’s constant describing the relation between frequency and energy units.

Now we turn to the determination of the black body radiation spectrum, B(ω,T ).
At first global characteristica of the radiation power became known. The current
density of emitted energy in thermal black body radiation of temperature T was
discovered to be proportional to the fourth power, Je = σT 4, around the mid of
nineteenth century. Based on experiments John Tyndall had found out that a body
radiates at 1473 oK about 11.7 times more energy than at 798 oK4. Jozef Stefan
realized in 1879 that 11.7≈ (1473/798)4. Stefan also determined the coefficient to
be σ = 5.67 ·10−8 J/sm2K4. Finally Ludwig Boltzmann gave a thermodynamical
explanation assuming ideal heat equipartition between matter and light in 1884. The
coefficient σ is called ”Stefan-Boltzmann constant”. Another global description of
the black body radiation is given by Wien’s law, presented in 1893. It establishes
a scaling relation between the frequency (wavelength) and temperature dependence
and hence makes a prediction about the frequency of maximal intensity at a given
temperature. According to Wien’s law λmaxT is constant. Equivalently ωmax/T is
also constant.

Approximate descriptions of the spectrum B(ω,T ) of black body radiation were
given by Wien, Raleigh and Jeans. A radiation spectrum fulfilling Wien’s law is
emerging if the dependence is given as

B(ω,T ) = ω
3 f (ω/T ), (2.7)

i.e. the temperature dependence occurs only via the ratio ω/T . The prefactor ω3

is set by the requirement that total (frequency integrated) energy current density
(which is simply related to the total energy density by the velocity of light) stays in
accordance with the Stefan-Boltzmann law:

4 Allegedly Tyndall had not measured really a black body and the precise value should have been a
factor of 18.6. But the∼ T 4 law was already established by the time of more precise measurements.
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ω

3 f (ω/T )dω = σT 4, (2.8)

which is easy to prove by using x = ω/T as the integration variable. The position
of maximum is determined by setting the derivative ∂B

∂ω
to zero:

∂

∂ω
B(ω,T ) = 3ω

2 f (ω/T )+
1
T

ω
3 f ′(ω/T ) = 0. (2.9)

Dividing this equation by T 2 we gain a condition purely in terms of ω/T :

3
ω2

T 2 f
(

ω

T

)
+

ω3

T 3 f ′
(

ω

T

)
= 0. (2.10)

Its solution reveals the frequency of maximal intensity at a given temperature and
reproduces Wien’s law: ωmax/T is constant.

Based on this expectation Wien undertook a determination of the function
f (ω/T ) in 1896. He assumed that i) the radiation law B(ω,T ) can be connected
to the Maxwell-Boltzmann distribution of the kinetic energy of particles in an ideal
gas, and ii) this energy has to be replaced by an expression depending solely on the
frequency of radiation. Choosing the simplest, i.e. a linear correspondence, he had
guessed the following spectral law

B(ω,T ) = bω
3e−aω/T . (2.11)

Max Planck had tried to establish this formula. He knew that the black body radi-
ation is independent of material quality of the wall enclosing the radiation, it has
to be determined by general principles valid in thermal equilibrium. Therefore he
choose a simple model for the matter part: harmonic oscillators. These oscillators
have eigenfrequency ω and the negative and positive charges, bound by these os-
cillators, are the source for the electromagnetic radiation in the box. The energy
density of the radiation in the box and the average energy of oscillators become
then in equilibrium:

B(ω,T ) =
2ω2

πc3 E(ω,T ). (2.12)

According to the classical equipartition theorem the average energy per degree of
freedom is kBT/2. Counting two independent polarization states of electromagnetic
waves one considers E(ω,T ) = kBT . This way

B(ω,T ) =
2ω2

πc3 kBT, (2.13)

not having a maximum. This result is the Raleigh-Jeans radiation law, established in
1900. Raleigh obtained this result by counting standing waves around the frequency
ω in a cavity.
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Planck[11] had found a way from the relation (2.12) to the Wien spectrum (2.11)
from the following assumption about the entropy carried by the oscillators:

S(E) =
E

aω
ln

E
beω

, (2.14)

with e being Euler’s number. Applying now the definition 1/T = ∂S/∂E one obtains
Wien’s spectral law. Naturally, Planck had chosen the entropy formula for the oscil-
lators just to arrive at the given spectral law. He was not satisfied with this result.
Later, in 1900, he obtained his famous interpolating formula between the Raleigh-
Jeans and the Wien spectra. Seeking for an entropy maximum, he inspected the
second derivatives:

∂ 2S
∂E2 =

const
E

,

∂ 2S
∂E2 =

const
E2 , (2.15)

for the Wien-Planck and Raleigh-Jeans distributions, respectively. Planck took the
interpolating formula

∂ 2S
∂E2 =− a

E(E +b)
. (2.16)

This formula reconstructs Wien’s result for low average oscillator energy, E � b,
at a fixed frequency. Likewise for high energy the Raleigh-Jeans result is obtained.
For the general case Planck’s interpolating formula leads to

1
T

=
∂S
∂E

=−
∫ a

E(E +b)
dE = −a

b
ln

E
E +b

. (2.17)

Inverting this result we obtain the average oscillator energy as a function of temper-
ature

E =
b

eb/aT −1
. (2.18)

Using Wien’s scaling form one obtains E = ω f (ω/T ), and due to this b ∝ ω

and b/a ∝ ω . Finally, relying on the equipartition formula, (and counting for the
d3k ∼ ω2dω elementary phase space cells) Planck’s law for radiative energy den-
sity distribution is given as

B(ω,T ) = b′
ω3

ea′ω/T −1
. (2.19)

Here a′ and b′ are frequency independent constants. Comparing the Planck law with
the Stefan-Boltzmann law and Wien’s ”maximum shift” formula a new constant
of nature can be derived, today called Planck’s constant: h = 6.55 · 10−27 erg sec.
Denoting by h̄ = h/2π , the constant a′ is identified as being a′ = h̄/kB. The scaling
variable in electromagnetic radiation spectra is given by x = h̄ω/kBT . Finally Planck



18 2 How to measure the temperature

re-derived his formula based on permuting partitions of energy quanta of E = h̄ω

among oscillators. We introduce a similar derivation in the next chapter discussing
the statistical foundations of thermodynamics.

Below we give a short summary of formulas related to these classical thermody-
namical theories of black body radiation:

Stefan−Boltzmann cE/V = σT 4 global property

Raleigh− Jeans ∂ 2S
∂E2 =− 1

E2 ,
1
T

=
∂S
∂E

=
1
E

, E = kBT

Wien ∂ 2S
∂E2 = a

E ,
1
T

=
∂S
∂E

= a lnE, E = bωe−ω/aT

Planck ∂ 2S
∂E2 = a

E −
a

E+b ,
1
T

=
∂S
∂E

= a ln
E

E +b
, E =

h̄ω

eh̄ω/kBT −1

2.2.2 Particle spectra

Following the advent of quantum theory by Planck’s formula in 1900, it soon be-
came interpreted as an ideal gas of photons by Einstein and Bose. The Planck con-
stant, h̄ is the proportionality constant between the energy of a quantum, thought to
be a particle, and the frequency of the radiation wave: E = h̄ω . Soon the wave –
particle duality was extended to known elementary particles, first to the electron by
de Broglie. Niels Bohr, in order to explain the stability of atoms inspite the fact that
elementary charges, the electrons, seemed to move on curved (circular) trajectories
around the nucleus and therefore should have been loose their energy by electro-
magnetic radiation, as ”normal” accelerating charges do, invented the quantization
principle: the electrons may change their energy only by packets representing a fi-
nite value, which is related to the frequency of emitted or absorbed photon by the
Planckian conjecture, E = h̄ω . De Broglie discovered that interpreting the electrons
bound in atoms as standing particle waves with wave number, k (and a wavelength,
λ = 2π/k), corresponding to their momenta as p = h̄k, Bohr’s quantization princi-
ple follows. This way there can be a general correspondence between particles and
waves, relating energy and momenta to frequency and wave number. In particular
a statistical counting of states of particles freely moving in a large volume, V , is
equivalent to a counting of possible standing waves in a large cavity. This is the
origin of the habit, that by analyzing modern accelerator experiments[8], the energy
distributions of detected particles is called particle spectra.

Free particles in a large box constitute an ideal gas. The possible states are char-
acterized by possible values of momenta, in a finite box it is a discrete spectrum
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related to standing sine waves. In the large volume limit, however, the sum over
discrete momentum states is well approximated by integrals over continuous (often
quoted as ”classical”) momenta. As a reminiscent to the quantum theory the integral
measure, the elementary cell in phase space, is normalized by the original Planck
constant, h = 2π h̄. This way particles freely moving in an ”infinite” volume in all
three spatial directions represent continuously distributed states with the following
elementary measure (cell) in phase space:

dΓ =
d3p d3x
(2π h̄)3 . (2.20)

Ignoring the Planck constant, this coincides with the classical phase space for the
mechanical motion of mass points. In fact particles in an ideal gas are treated as
non-interacting ones; and they do so – most of the time. This peaceful existence is,
however, interrupted by very short dramatic events, the collisions. Collisions play
one important role: they ensure equipartition by exchanging individual particle mo-
menta. For the macroscopic view this occurs as randomizing the momenta. This
way they come close to the Gibbsean ideal: long term repeated observations of a
macroscopic system pick up images of a randomized statistical ensemble.

The simplest, so called thermal models of particle spectra stemming from en-
ergetic collisions, consider an ideal gas of particles or particle mixtures at a given
temperature [3, 4, 5, 6, 7, 8]. This simple idea leads to predictions for the energy and
momentum distributions of detected and identified particles in modern accelerator
experiments. Slow particles, moving with velocities of negligible magnitude com-
pared to the speed of light, can be considered as non-relativistic; their kinetic energy
practically satisfies the E = p2/2m relation. The distribution of energies, momenta
and velocities resemble that of ordinary atomic gases at room temperature. Regard-
ing the velocity distribution it is called Maxwell-distribution; as a distribution of
energy the Gibbs distribution. Obtaining them from equal probabilities for phase
space cells is due to Boltzmann, therefore it is also called Maxwell-Boltzmann and
Boltzmann-Gibbs distribution. In particle physics it is shortly called Boltzmann-
distribution.

A particle with mass m, three-momentum p and kinetic energy E = p2/2m is
distributed according to the Gibbs factor e−E/kBT in a large volume at absolute tem-
perature T . Using kB = 1 units the differential probability to find a particle around
the momentum p (and anywhere in the coordinate space) is given by a Gaussian
formula

f (p,x) = C e−p2/2mT dΓ . (2.21)

Here C is a normalization constant related to the total particle number, N =
∫

f dΓ in
the large volume V =

∫
1d3x. The above distribution, f , is the one-particle distribu-

tion giving the differential probability to find a representative particle near to a point
in the phase space. This probability is solely a function of the energy of particle -
such systems have a chance to be thermodynamic systems.

This distribution leads to a temperature dependent average particle density
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n =
N
V

= C
∫ d3 p

(2π)3 e−p2/2mT . (2.22)

From here on we use the h̄ = 1 convention, counting frequencies in energy units.
The above integral can be factorized into Gauss-integrals over the momentum com-
ponents p = (px, py, pz) and results in

n = C
(

mT
2π

)3/2

. (2.23)

The energy density can be obtained similarly by evaluating the integral

e =
E
V

= C
∫ d3 p

(2π)3
p2

2m
e−p2/2mT . (2.24)

Instead of carrying out more complicated Gauss integrals it is enough to observe
that

∂

∂T
e−p2/2mT =

1
T 2

p2

2m
e−p2/2mT . (2.25)

This way we obtain

e = T 2 ∂n
∂T

= T 2 C
3
2

(
mT
2π

)1/2 m
2π

. (2.26)

This result simplifies to e = 3nT/2 revealing the formula for the average kinetic
energy per particle

E
N

=
e
n

=
3
2

T. (2.27)

Since the particles move in three independent directions, this result conforms with
the more general statement that due to the equipartition of energy in an ideal system
to each degree of freedom of motion there is an average energy of kBT/2.

The average energy per kinetic degree of freedom, kBT/2 is a measure of
temperature in ideal systems.

Finally the pressure of an ideal gas can be obtained by using a relation derived
from gas heating and expansion experiments: the Boyle-Mariotte law,

pV = NT (2.28)

in kB = 1 units. From here, using the general thermodynamical definition for the
chemical potential µ as a variable associated to particle number, we get

n :=
∂ p
∂ µ

=
p
T

. (2.29)
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This means that the pressure must have the following form:

p(µ,T ) = eµ/T g(T ). (2.30)

Comparison with the result (2.23) leads to the conclusion that the normalization
constant C also contains the factor eµ/T , and this is its only dependence on the
temperature. All this, of course, is true only as long as the classical filling pattern of
the phase space is assumed; the formula (2.30) is not valid when quantum statistics
is considered. In particular it is not valid for radiation, for a quantum gas of photons.

In practical accelerator experiments the particle velocities are relativistic, they
achieve a large portion of the speed of light. The Maxwell-Boltzmann statistics
therefore cannot be applied for analyzing momentum spectra. Nor the Planck law is
valid, since the particle mass and the characteristic temperature are also in the same
order, kBT ∼ mc2, especially for pions in high energy experiments. The hadroniza-
tion temperature is around kBT = 170 MeV, and the hadronic fireball does not cool
down much before disintegrating into a non-interacting system of newly produced
hadrons. Realistic estimates consider kBT = 120− 140 MeV for this ”break up”
temperature. The pion mass on the other hand is around mπ c2 ≈ 140 MeV, too.

As in the case of radiation, a temperature may be conjectured upon studying the
whole spectrum of different momenta stemming from such events. This, however,
requires a huge amount of exclusive data: Energy and all momentum components,
for each particle from each elementary collision in the accelerated beam, have to be
separately stored and analyzed. A fast estimate of the temperature can be obtained
instead by inspecting global features of particle spectra. In analogy to Wien’s law,
the position of maxima might be studied, but this also requires some detailed data,
albeit only near to the spectral maxima. In order to gain fast information, one rather
utilizes the concept of average energy per particle as a measure of temperature.

More precisely, the average of momentum components squared are used for first
estimates. In the non-relativistic Maxwell-Boltzmann distribution one determines〈

p2
x
〉

=
〈

p2
y
〉

=
〈

p2
z
〉

= mT. (2.31)

Since the source of particles, the hadronic fireball may not be spherically symmetric
but rather distributed alongside the beam axis, and – to begin with – it is hard to mea-
sure particles close to the beam direction, quite often the momentum components
transverse to this direction are collected and averaged. This leads to the following
expectation value, assuming a non-relativistic ideal gas:〈

p2
T
〉

= 2mT. (2.32)

Plotting the average transverse momentum squared of identified hadrons against
their respective masses, the slope of the linear approximation delivers the tempera-
ture (cf. figure 2.3).

This estimate is improved in the framework of a relativistic thermal model. The
single particle kinetic energy depends on the momentum according to the relativistic
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kinematic formula
E =

√
p2 +m2−m (2.33)

in c = 1 units5. This energy formula does not contain the rest mass energy E0 = m,
its low-momentum approximation is given by E = p2/2m+ . . .. The velocity vector
of a relativistic particle is given by v = p/E and its magnitude never exceeds one,
the speed of light. The high-energy (as well as high-momentum and high-velocity)
approximation of this formula coincides with the low-mass expansion, E = |p|+ . . ..
These two extreme cases are realized by classical gases and by radiation at such high
temperatures where the averages are well approximated by Wien’s law instead of the
Planck distribution.

The Boltzmann-Gibbs energy distribution factor, e−E/T , for relativistic ideal
gases contains the square root formula (2.33). Splitting the momentum vector to
components parallel and transverse to the beam, p = (pL, pT cosϕ, pT sinϕ). In-
troducing further the transverse mass, satisfying m2

T = m2 + p2
T , one arrives at the

following differential density of particles in momentum space:

d3n =
C

(2π)3 e−
√

m2
T +p2

L/T+m/T mT dmT d pL dϕ. (2.34)

Here we utilized the fact that pT d pT = mT dmT . Integrating over the azimuthal an-
gle ϕ and selecting out those particles which have approximately zero momentum
component in the beam direction, pL ≈ 0, one arrives at a Boltzmann-Gibbs-like
exponential distribution in the transverse mass (being the total energy in this case):

d2n
pT d pT d pL

∣∣∣∣
pL=0

=
C

(2π)2 e(m−mT )/T . (2.35)

The average of p2
T – or equivalently m2

T – can now be easily obtained weighted by
these transverse spectra (almost) perpendicular to the beam. One has

〈
m2

T
〉

=

∞∫
m

m3
T e−mT /T dmT

∞∫
m

mT e−mT /T dmT

(2.36)

and 〈p2
T 〉 = 〈m2

T 〉−m2. The factor em/T occurs both in the numerator and denomi-
nator and therefore cancels out. The exponential integrals are in general incomplete
Euler Gamma functions, in the above special case they contain polynomials of m/T .
The final result is 〈

p2
T
〉

= 6T 2 +2mT
m

m+T
. (2.37)

5 We have arrived at the practical unit system of high energy particle physics assuming kB = h̄ =
c = 1 and therefore measuring temperature, time and distance uniformly in energy units of MeV ,
or in its respective powers.
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For massive particles this result approaches the one obtained using the two-di-
mensional, non-relativistic Boltzmann formula, 2mT . For very high temperatures,
T �m, however, it relates the transverse momentum square to the temperature uni-
versally, independent of the particle mass: the leading term 6T 2 reflects an ideal gas
obeying Wien’s law.

Fig. 2.3 Average transverse momentum squared, 〈p2
T 〉, of elementary particles stemming from

a hadronization in high-energy accelerator experiments according to the simplest thermal model.
Characteristic temperatures, T = 120, 140, 160 and 180 MeV are shown in the mass range from
the pion to lowest mass baryons.

Inspecting figure (2.3) one realizes that in hadronic fireballs emerging from ac-
celerator experiments most particles can be treated as non-relativistic with respect
to their thermal distribution, but the lightest ones, like the pion. The spectral ther-
mometer is roughly given by a linear dependence of the average momentum squared
per particle on the particle rest mass.

Summarizing, elementary particle spectra give information about the temperature
of their emitting source with which they had their last thermal contact. A temper-
ature can be reflected in the spectral shape of momentum or energy distribution,
but also in average values. Most prominently the momentum squared per particle
is a linear function of mass at not too relativistic temperatures kBT < mc2. The
average energy per particle per kinetic degree of freedom is about kBT/2 in the
non-relativistic, about kBT in the extreme relativistic limit.



24 2 How to measure the temperature

2.3 Chemical Temperature

Since heat and temperature do have an effect on chemical reactions, also chemi-
cal signals may be used for indicating, scaling and – with some further calculational
work – to measure temperature. Most spectacular are films or liquid solutions chang-
ing their color by heating and cooling. This, in general, can be achieved by changing
the concentration of some components relative to the others.

Such a method, based on comparing multiplicities (relative numbers) of differ-
ent components in a (supposedly) thermalized mixture, also occurs in high energy
accelerator experiments. In particular a ”chemical decoupling temperature” is con-
jectured, the temperature when the hadron species – detected afterward – were equi-
librating with each other the last time before they have lost contact. This loss of the
possibility for changing their numbers. This moment in the evolution of a hadronic
fireball is called chemical decoupling [3, 4, 5, 6, 7]. In what follows we demon-
strate this effect in simplified models of non-interacting thermal mixtures of differ-
ent kinds of particles.

Ideal mixtures realize a peaceful coexistence of several different components. It
means that the respective probabilities of finding one or the other component, spe-
cific particle, in a given phase space cells factorize: These are independent statistical
events. Considering an ideal gas of different particles, the i-th sort having a number
density ni, the total ideal pressure is additive

P = ∑
i

niT (2.38)

in the non-relativistic Boltzmann limit (still using kB = 1 units). Each number den-
sity is determined by a common temperature, T , and the individual particle proper-
ties, most prominently by a particle rest mass, mi and a chemical potential, µi. The
respective ideal densities can be obtained as being

ni = eµi/T di

∫ d3 p
(2π)3 e−Ei(p)/T . (2.39)

Here Ei(p) =
√

p2 +m2
i is the energy of a single, freely and relativistically moving

particle with rest mass mi and momentum p. The factor di counts for a possible de-
generacy due to internal degrees of freedom, not taking part in the particles motion
but distinguishing quantum states. The best example is a polarization, with the de-
generacy factor ds = (2s + 1) for a particle with spin s. The chemical potential, µi,
depends on the charges the particle carries and on the chemical potentials associated
to the total density of those conserved charges:

µi = ∑
a

qa
i µ

a, (2.40)
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summed over all sorts of charges. In high energy accelerator experiments the major-
ity of hadrons is produced in a very short and energetic event governed by the ele-
mentary strong interaction; during this there are three conserved charges: the electric
charge (which is strictly conserved in all interactions known to date), the baryonic
charge, associated to the quark content of the hadrons, and the hypercharge, cor-
related with an exotic property, the so called ”strangeness” of the particle. This
way the chemical potential of a given particle is a linear combination of three basic
chemical potentials, µ3, µB and µS associated to the electric charge, to the baryonic
number and to the strangeness number of the particle:

µi = qelectric
i µ3 +qbaryonic

i µB +qstrangeness
i µS. (2.41)

For charge balanced hadronic fireballs these chemical potentials are negligible, but
due to the incomplete detection in fluctuating events they are never exactly zero. A
sizable value is expected in the first place for µB by using heavy nuclei for initi-
ating the reactions. In particular future experiments are devoted to the study of the
strongly interacting hadronic and quark matter at finite total baryon density [9, 10].

By inspecting particle number ratios of identified particles, the masses mi are
known and the chemical potential and temperature dependence can be conjectured
to conform with the ideal gas mixture formula (2.38). It is a natural assumption to
consider that all hadrons coming from the same fireball were thermalized in about
the same volume. In this case the particle number ratios are given by the density
ratios

Ni

N j
=

ni

n j
= e(µi−µ j)/T f (mi/T )

f (m j/T )
di

d j
, (2.42)

if comparing two particles having the same charges with respect to electric, bary-
onic and strangeness degrees of freedom. The function, f (m/T ) can be obtained by
evaluating the integral (2.39). Assuming an isotropic fireball, i.e. an equally thermal-
ized motion in all of the three spatial directions, one has to calculate the following
integral:

n = eµ/T 1
2π2

∞∫
m

E(E2−m2)1/2 e−E/T dE. (2.43)

The result of this integral is proportional to a special function, the modified Bessel
function of second kind with index 2, denoted by K2(x). We obtain

n = eµ/T 1
2π2 m2T K2(m/T ). (2.44)

At low temperatures, T � m (in kB = c = h̄ = 1 units), this formula leads to the
Maxwell-Boltzmann result (2.23). In the other extreme, i.e. at extreme relativistic
temperatures, T � m, one obtains the following average particle density

n = eµ/T 1
π2 T 3. (2.45)
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The total energy per particle, defining the kinetic temperature for each particle mass,
also can be obtained by evaluating relativistic integrals. For the sake of completeness
we give here the result

E
N

=
e
n

= 3T +m
K1(m/T )
K2(m/T )

. (2.46)

It is particularly simple if one studies ratios of particle sorts having the same charges
but different mass. This can be a comparison with a so called resonance of an ele-
mentary particle – but here the resonance decay after the chemical decoupling has
to be taken into account (this happens without any interaction, too). Stable particles
with all the same charge but different masses, unfortunately do not exist; in fact the
higher mass particle decays into the lower mass partner with otherwise the same
properties. As an example, let us compare the ρ and π mesons in an ideal, ther-
mal ensemble. On a very short time scale both can be treated as stable particles in
thermal equilibrium. The equilibrium ratio of their numbers is given by

Nρ

Nπ

= 3
f (mρ/T )
f (mπ/T )

, (2.47)

which in the non-relativistic limit becomes

Nρ

Nπ

= 3e(mπ−mρ )/T
(

mρ

mπ

)3/2

. (2.48)

Due to the rest mass energy factor, e−m/T , such a ratio may be used to define a
chemical temperature

Tchem |ρ/π =
mρ −mπ

ln 3Nπ

Nρ
+ 3

2 ln mρ

mπ

. (2.49)

Substituting the particle masses mπ = 140 MeV and mρ = 770 MeV, the chemical
temperature is related to the particle ratio as

Tchem |ρ/π =
630MeV

2.557+ ln 3Nπ

Nρ

. (2.50)

For half as much rho meson than pion this gives an estimate of T ≈ 145 MeV.

Of course, in case of chemical and thermal equilibrium all possible ratios have to
comply with the common temperature and the few chemical potentials associated to
conserved charge-like quantities. In different thermal models of heavy ion reactions,
further parameters, like an excluded volume of each particle sort, or fluctuating
volumina can also be taken into account: the details change, but the main principle
of obtaining the chemical temperature remains.
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Challenges

In principle the different methods for measuring the temperature, namely by direct
contact, by analyzing radiation spectra and by determining from component decom-
position, should deliver identical results. However, only the direct contact based
measurement fulfills the requirement of the zeroth law of thermodynamics, only in
this case is established the reading of the temperature value in a thermal equilibrium
state between the measured object and the thermometer, also treated as a physical
system. The solely idealization is the vanishing heat capacity of the thermometer; it
is a task for the technology to come close to this ideal.

By conjecturing the temperature from radiation, the direct contact and hence the
thermal equilibration between the thermometer, represented by the detector, and the
measured object, e.g. a distant star, is not achieved during the measurement. In the-
ory the knowledge of the entire spectrum would reveal whether we observe a black
body, – a radiation being in thermal equilibrium with its source, – but in practice
only parts of a spectrum can be detected. Furthermore both the shining surface and
the motion of the observed body may distort the result of the spectral measurement.
Although the latter may be disentangled by observing spectral lines, transition fre-
quencies stemming from quantum mechanical processes between atomic states, the
radiation based temperature measurement is clearly less certain than the classical
one based on direct contact.

Finally a temperature determination based on the chemical concept of analyzing
component particle ratios is even less reliable. Assumptions have to be made about
the statistical independence and equation of state contributions from the individual
components to the mixture. Furthermore the chemical decoupling has to happen
nearly instantly (and before the kinetic decoupling), in order to trust that the detected
particle sort ratios still carry information about a thermal state of the mixture. In
particular by confronting with a distributed decoupling during or an instant one at
the end of an evolution, which includes strong changes of temperature in space and
time, the interpretation of the calculated chemical temperature has to be handled
with care. The undeniable fact of a global evolution is unified with the theoretical
concept of local equilibrium in such cases. For too small mesoscopic systems this
concept has severe limitations. For example, there is a longstanding debate among
researchers in particle physics about the question that how far can a temperature be
associated to the fireball state from which observed hadronic spectra stem. While for
reactions initiated by the collision of heavy atomic nuclei (lead, gold or uranium)
the researchers’ common sense tends to accept the thermodynamic interpretation of
absolute temperature in describing experimental hadron spectra, for the reactions
emerging from collisions of smaller systems (like proton on antiproton or electron
- positron scattering) many indicate well argued doubts about the applicability of
such a concept. But where exactly lies the borderline between these cases?



28 2 How to measure the temperature

Problems

2.1. Convert by heart (and fast) the following temperature values between the Cel-
sius and Fahrenheit scales: 36oC, 27oC, 22oC, 100oC, 32oF , 64oF , 80oF , 71oF ,
451oF .

2.2. Derive Kirchhoff’s law from the equality of intensities of emitted and absorbed
radiation between two bodies in equilibrium.

2.3. Using Wien’s law determine the wavelengths of maximal intensity for the Sun’s
surface, for a light bulb, for the human body and for the cosmic microwave back-
ground.

2.4. What is the average energy carried by a photon in thermal radiation according
to Planck’s law, according to Wien’s law and according to a Raleigh-Jeans law cut
at the maximal frequency of Wien’s formula?



Chapter 3
How to interpret the temperature

Temperature is interpreted as an intensive parameter associated to energy equilibra-
tion, as an integrating factor making the entropy change to be a total differential,
as related to a Lagrange multiplier to the energy conservation condition, and as a
special property of the noise.

This book is about the concept of temperature, but of course the concepts of heat
and entropy also cannot escape some discussion. In fact the theoretical background
of thermodynamics rests on four pillars, on the four laws of thermodynamics. All of
them makes a reference to temperature or entropy, or both. We list these postulates
at the beginning of this section about thermal equilibrium, indicating the physical
content of their statements, and we list them at the end again, supplemented with
some easy-to-remember formulas. Here they are

0. Thermal equilibrium is universal.

1. Energy is conserved.

2. Trends irreversibly lead to equipartition of energy.

3. There is an absolute zero point of temperature.

29
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3.1 The temperature as an equilibrium parameter

The state of thermal equilibrium is not a static state: at a finite (absolute) temper-
ature there is internal motion and internal energy associated to this motion. The
so called ”macrostate” does not change appreciably. Now, if someone defines a
macrostate by specifying a few variables, usually averages (or variances) of micro-
scopical variables associated to a great number of microscopic degrees of freedom,
then practically she/he fixes a few constraints on a great number of variables. Pic-
torially this means to localize a very high-dimensional hypersurface in an also very
high-dimensional space of possible microstates, so called configurations.

What is the correct principle behind this? The key point is that a macrostate
– specified only by a few constraints or totally unspecified – can be realized by a
number of microstates. And they all look the same. N equal agents can be arranged
- without abandoning their distinguishability - in a W = N ! ways. Now imagine
that such systems are in a race: macrostate 1 can be realized by N1 microstates and
another macrostate 2 can be made via N2 microstates. Observing the body for a
long long time – long enough compared to the changes between microstates – one
tends to see state 1 and state 2 in the proportion N1/N2. We infer the probability
for being in a given state as

Pi =
Ni

∑ j N j
. (3.1)

Thermal equilibrium between macrostates – each realized by a huge number of
microstates – has to satisfy very elementary logical properties. If there is an equi-
librium between body 1 and 2, then subsequently between body 2 and 3, then also
between the first and third body there has to be equilibrium. This is the transitivity
property. A body has to be in equilibrium with itself, otherwise its equilibrium with
another body cannot be asked for (reflexivity). In an equilibrium between two bod-
ies both are involved, so ”being in equilibrium” is also a symmetric property. These
three properties are best reflected in the properties of the relation ”equivalence” or
equity. The characteristic thermodynamic parameters, in a minimal setting the tem-
peratures, also must be equal between bodies in equilibrium. Furthermore, if a large
body is in equilibrium with itself, its parts (the subsystems) also have to be in equi-
librium – and characterized by the same temperature. This way the temperature is a
signal of the thermal macrostate which remains the same during (sub)division. Such
a variable of state is called an intensive variable[12].

3.1.1 The Zeroth Law: Universal equilibrium

The equity of temperatures describes thermal equilibrium – this is the ”zeroth” law
of thermodynamics. The next question is, how this quantity is related to the oc-
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currence probability of macrostates and to the quantity of heat transferred before
reaching the equilibrium. Here also some principles help.

According to the equipartition principle in the macro-equilibrium state all pro-
cesses changing the individual occurrences of microstates become well balanced.
In this state, while individual microstates still can change, giving or receiving en-
ergy packets, their overall probability stays stationary. Such processes, balancing
the gain and loss terms exactly, lead to a detailed balance equilibrium. The micro-
process can be blind against the macrostate, not knowing about trends or fashion.
But simply from more realized (in a way ”occupied”) microstates more can go away
and also more can arrive at ”vacant” microstate possibilities. The end of this pro-
cess is, that the most probable state is realized in most of the time. The equilibrium
principle therefore must be W = max.

But where W is maximal, also its arbitrary monotonic rising function is maximal.
For a quantitative formulation of the general equilibrium state we need some more
specification. At this point enters the additivity property stemming from the heat-
substance idea: for independent systems (or parts of one great system) the numbers
of possibilities follow a multiplicative law, since the ways one and the other half can
be realized are independent:

W12 = N12! = N1! ·N2! = W1 ·W2. (3.2)

In fact the logarithm of such a quantity is additive, and exactly this property is
carried by the Boltzmannian construction of entropy

S = kB lnW (3.3)

with W = N ! being the number of realizations of a macrostate by equally probable
microstates.

In the usual treatment of thermodynamics there are a few macro-variables spec-
ifying the thermal (equilibrium) state: the internal energy E, the volume, V , the
particle number N. There can also be more. In general a thermal (macro)state is
described by the entropy, maximal in equilibrium, and the constraint values; this
relation is named as the equation of state:

S = S(E,V,N, . . .). (3.4)

Please note that in this form only additive, substance-like quantities are related to
each other. They are called extensive variables. The partial derivatives of the equa-
tion of state function are denoted by

∂S
∂E

=
1
T

,
∂S
∂V

=
p
T

,
∂S
∂N

=−µ

T
. . . (3.5)
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We show that these quantities are the ”entropic intensives”, exactly the quantities
which become equal between bodies in equilibrium with each other.

In the state of equilibrium between two (or more) such bodies intensity like pa-
rameters should be equal. Since this very state is also the one which maximizes the
entropy1, the equilibrium intensives and the equation of state are connected. This
connection is the easiest to reveal when considering two subsystems composed into
a common system with maximal entropy. One requires

S12 = S(E12,V12,N12, . . .) = max. (3.6)

while the energy, volume, particle number etc. are composed from the corresponding
subsystem values

E12 = E1⊕E2,

V12 = V1⊕V2,

N12 = N1⊕N2,

. . . (3.7)

For the fulfillment of having a maximal entropy state it is actually not required that
the composition laws, denoted by ⊕ in the above equations, must coincide with the
addition. But being in a maximal entropy (”maxent”) state, the total derivative of
S12 = S(E1,E2,V1,V2,N1,N2, . . .) must vanish:

dS12 = (
∂S

∂E1
dE1 +

∂S
∂E2

dE2

)
+
(

∂S
∂V1

dV1 +
∂S
∂V2

dV2

)
+
(

∂S
∂N1

dN1 +
∂S

∂N2
dN2

)
+ . . . = 0.

(3.8)

Besides this we fix the total energy, volume and particle number, so their total
derivative is also zero

dE12 =
(

∂E12

∂E1
dE1 +

∂E12

∂E2
dE2

)
= 0,

dV12 =
(

∂V12

∂V1
dV1 +

∂V12

∂V2
dV2

)
= 0,

dN12 =
(

∂N12

∂N1
dN1 +

∂N12

∂N2
dN2

)
= 0. (3.9)

1 This is called Gibbs’ principle.
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Expressing dE2, dV2 and dN2 form these equations one realizes that the entropy
differential contains only three independent extensive variable of state differentials,
dE1, dV1 and dN1. Using the general notations for the entropy derivatives we get(

∂S
∂E1
−

∂E12
∂E1
∂E12
∂E2

∂S
∂E2

)
dE1 +

(
∂S
∂V1
−

∂V12
∂V1
∂V12
∂V2

∂S
∂V2

)
dV1 +

(
∂S

∂N1
−

∂N12
∂N1
∂N12
∂N2

∂S
∂N2

)
dN1 = 0.

(3.10)
The coefficients of each term must be zero separately. This way one arrives at the
following general equilibrium condition

∂S
∂E1

1
∂E12
∂E1

=
∂S

∂E2

1
∂E12
∂E2

∂S
∂V1

1
∂V12
∂V1

=
∂S
∂V2

1
∂V12
∂V2

∂S
∂N1

1
∂N12
∂N1

=
∂S

∂N2

1
∂N12
∂N2

. (3.11)

These equations can be interpreted as equalities for the thermodynamical intensives,
meaning that the zeroth law – which is a postulate – is fulfilled, if and only if the
derivatives of the composition laws with respect to the individual values of the cor-
responding extensives are

• only functions of the corresponding variable or can be factorized into such func-
tions, and

• the respective ratios between the subsystems can be kept constant.

Addition as a composition law satisfies both requirements with the partial deriva-
tives of composition laws being all over 1. In this case the equilibrium condition,
the equality of intensives:

T1 = T2, p1 = p2, µ1 = µ2, (3.12)

coincides with the equality of the corresponding entropic derivatives.

In a more general situation the ”thermodynamical” temperature is not simply
given by the derivative of the entropy with respect to the energy, but it is a more com-
plicated expression. Still, equilibrium exists and it is universal, and in this universal
equilibrium the temperatures (and other intensives) are equal. The composition law
of extensives must, however, show the factorizing property2

∂E12

∂E1
= A(E1)B(E2),

∂E12

∂E2
= A(E2)B(E1), (3.13)

and then the equilibrium condition (3.11) for the energy exchange part becomes

2 In fact this can be supplemented with a further symmetric factor, C(E1,E2) = C(E2,E1).
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∂S
∂E1

1
A(E1)B(E2)

=
∂S

∂E2

1
A(E2)B(E1)

. (3.14)

This equation can be written in a way that only quantities belonging to one or the
other system are collected at the corresponding sides, pointing out that the thermo-
dynamical temperatures are given as

1
T1

=
∂S

∂E1

B(E1)
A(E1)

=
∂S

∂E2

B(E2)
A(E2)

=
1
T2

. (3.15)

Another general class of composition laws is considered when constructing a big
system by small steps: the result is an associative rule. Such rules satisfy

L(E12) = L(E1)+L(E2) (3.16)

with L(z) being a strict monotonic, rising function (see section 5.3). We take the
derivative of the above equation by E1 getting

L′(E12)
∂E12

∂E1
= L′(E1) (3.17)

and do the same with respect to E2. Expressing the partial derivatives of E12 by E1
and E2 respectively, the zeroth law leads to the following equation

∂S
∂E1

L′(E12)
L′(E1)

=
∂S

∂E2

L′(E12)
L′(E2)

. (3.18)

Dividing by the common factor, L′(E12), we arrive at a form ready for defining the
thermodynamical temperature:

1
T1

=
∂S

∂E1

1
L′(E1)

=
∂S

∂E2

1
L′(E2)

=
1
T2

. (3.19)

The zeroth law is fulfilled, the thermodynamical temperature exists in these more
general cases, too. Only the very expression of 1/T is no more simply ∂S/∂E.

Summarizing the essence of the zeroth law, a universal temperature definition
is possible for factorizing composition formula derivatives, and it is related
to the following general feature of the equilibrium state: The dependence of
the total entropy on the subsystems’ parameters (in the classical context they
are called reservoir and body) is separable into a ”T1 = T2” form statement, at
least in the so called thermodynamical limit.
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3.1.2 Microcanonical, canonical and grand canonical

Depending on the constraints, besides the temperature further intensive quantities
are equal in equilibrium between two thermodynamic bodies. All this varies as the
constraint varies; different extensive quantities may be restricted by the prescription
for their value or for the sum (in general case: the composition) of their values.

If the extensive quantities, E,V,N, . . ., are all fixed for a subsystem under study,
than such a system is called isolated. Physically it means that no such contact to
other subsystems (as parts of a whole) are active, which may allow for an exchange
of quantities of the corresponding extensive variable. In particular, if no energy ex-
change is allowed, then the subsystem is thermally isolated and E1 = const itself.
In this case a temperature, T1, cannot be defined for the subsystem. Similarly al-
lowing or not to change the subsystem’s volume, it is mechanically in contact or
isolated, either V1 = const is constrained in itself or just V12(V1,V2) – mostly V1 +V2
– has a prescribed value. For the particle numbers, when having several components
in a thermodynamic system, we talk about chemical contact and isolation, in gen-
eral. Isolated subsystems keep the value of the corresponding extensive variable of
state, contacted subsystems not; the latter tend to achieve an equilibrium with the
rest. This equilibrium is characterized by the equity of the corresponding intensive
variables of state.

The macro-equilibrium, the state of maximal entropy at given constraints, does
not determine in which detailed microstate the system under study is. Being in (ther-
mal, mechanical or chemical, or a further type) contact with other parts of a huge
system, the reservoir, the corresponding extensive variable of state does not show
a fixed value anymore. To the contrary, it fluctuates between different values as the
system changes its microstate. The macrostate does not determine a precise value for
energy, volume or particle number (or any further extensive – substance like – quan-
tity), but it determines their probability distribution, i.e. the occurrence frequency of
a given value in a long time observation.

An observed system in thermal contact with a reservoir will not have a fixed
energy value. It will be characterized by a value of temperature, and this temperature
will in turn characterize the distribution of the system energy. Under quite general
assumptions this distribution is a falling exponential in the energy, P(E)∼ e−E/T , a
result due to Willard Gibbs[13]. According to the classical mechanics the physical
microstate of a system is described by knowing the position and momenta of all
of their constituents, like those of the atoms in a gas. In equilibrium all microstates,
leading to the same – maximal – value of the total entropy, are equally frequent in the
time evolution, are equally probable in an ensemble of copies of the same system.
In a system in contact with a larger reservoir further constraints apply. Based on the
principle of a priori equal probability, the probability of a macrostate is determined
by counting all microstates realizing a state with the required composite properties.
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An absolutely isolated system in equilibrium, having maximal entropy, S, and a
given energy, E, in a volume, V , with N particles realizes a microcanonical ensem-
ble. A subsystem in thermal contact with a reservoir, characterized by a temperature,
T , in a volume V with N particles is an instance of a canonical ensemble. In each
case, when a given physical contact is allowed and therefore the entropy is maxi-
mized under the knowledge of the corresponding intensive variable of state instead
of the extensive one, a new type of ensemble emerges. The tableaux below gives
an overview about the traditional names of ensembles belonging to the correspond-
ing macroscopic equation of states. The latter is characterized by a suitable set of
variables of state.

Variables ensemble

• (E,V,N) microcanonical
• (T,V,N) canonical
• (T,V,µ) grand-canonical
• (T, p,N) pressure ensemble

These ensembles are interrelated. Allowing a given type of physical contact with
a reservoir interchanges the role of corresponding extensive and intensive variables
in the mathematical description. Since due to the zeroth law of thermodynamics
the intensives are derived as partial derivatives of the microcanonical equation of
state3, S(E,V,N), replacing any of them with the appropriate derivative mathemati-
cally means a change, not only in the set of variables, but also in the quantity to be
extremized. This procedure is called Legendre transformation.

In an isolated system, described by the microcanonical ensemble and the corre-
sponding probability distribution of microstates, the equilibrium is determined by

S(E,V,N) = max. (3.20)

Equivalently, from the viewpoint of energetics, often the E(S,V,N) = min.
condition is used in calculations. A Legendre transformation with respect to the
energy leads to the following (implicit) definition of free energy, F :

1
T

=
∂S
∂E

, S−E
∂S
∂E

=−F
T

= max. (3.21)

While this Legendre transform of the entropy is maximal, the free energy, F(T,V,N),
is minimal in the canonical equilibrium. A further Legendre transformation with re-
spect to the particle number leads to the thermodynamical potential, G(T,V,µ) of
the grand-canonical ensemble:

3 At least for additive composition rules for the extensives!
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µ

T
=− ∂S

∂N
, S−E

∂S
∂E
−N

∂S
∂N

=−G
T

= max. (3.22)

Finally the pressure ensemble is found by minimizing H(T, p,N) defined by

p
T

=
∂S
∂V

, S−E
∂S
∂E
−V

∂S
∂V

=−H
T

= max. (3.23)

H is also called enthalpy or Helmholtz-free energy, while G was baptized to Gibbs-
free energy (easy to remember from the initials of the names).

Considering not only huge reservoirs but also big subsystems under our long-
time (”statistical”) observation, the above used maximum or minimum principles
are absolutely equivalent in all macroscopic properties, available for thermodynam-
ical studies. This equivalence of ensembles or different sets of variables of states
emerges only in the so called thermodynamical limit; in this limit the number of in-
ternal degrees of freedom in the observed subsystem is already large enough. While
the mathematical proof of this statement can be rather involved under general cir-
cumstances, referring at the central limit theorem of statistics, its essence can be
understood in simple terms. If a subsystem is large enough, then it must act for parts
of itself as its own reservoir. Therefore all ensembles allowing or prohibiting given
types of physical contacts with the outside world should not matter. In a sense the
measure of contacts – an interface area – and the measure of internal actors in de-
termining the distributions of important variables – the volume or particle number
or just the extensive measure of all important degrees of freedom – become non
commensurable. The ”volume”-terms overgrow all ”surface”-terms. Unless the in-
terface and the volumes are of fractal nature and/or the correlation range is long
enough to cause – physical and statistical – entanglement even in large systems.
Such ”strange” physics will be partially discussed in chapter 5.

3.1.3 Statistical foundation

The statistical foundation for thermodynamics has been grown out of the kinetic
theory of heat. Considering internal motion as the ”substance” of heat, it was soon
analyzed, what the distribution and number of possible states in the dynamical phase
space of 6N dimension for N particles (atoms) placed at all different locations and
moving in all different directions can be. By the advent of quantum theory the phase
space based picture has been generalized, and a more abstract notion, the state of all
possible micro-configurations has emerged. In this subsection we demonstrate how
the entropy formula and the corresponding thermal behavior can be descended from
the simplest counting of statistical permutations among equivalent (degenerate) mi-
crostates.

We consider ideal systems. The ideal gas is a collection of atoms or molecules
which do interact, but these interactions (mostly collisions) are restricted to short,
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albeit violent acts intermittent to long, free propagation periods. As a consequence
(almost) all possible microstates, precise arrangements of atomic motion, are real-
ized over a long enough observational time. Surprisingly many physical systems
stay close to this ideal. Here, also in order to elaborate on the meaning of thermody-
namical limit and different ensembles, we utilize an abstract model of ideal physical
quantum systems. We free our study from ”unimportant” complications and delib-
erately concentrate on the very essence of thermal bodies: energy distributions and
temperatures.

The statistical task is to distribute energy between possible microstates. We con-
sider energy quanta either carried by individual particles (such as electrons or pho-
tons) or just by collective excitations (such as phonons) as they were small packets.
These packets can be distributed among ”places”, the possible energy levels. All mi-
crostates are described by an ensemble of occupied levels, in the simplest approach
all levels are the same. Then only their number, say K is of interest. The question
arises: how to distribute N energy quanta among K levels?

Quantum statistics arises if these quanta are indistinguishable. By fixing this, still
two different possibilities arise: these quanta can either be put together to the same
level (same microstate) in an arbitrary number, or not, just one of them. Figure 3.1
depicts these two different situations.

Fig. 3.1 Independent statistical distribution of indistinguishable energy quanta among energy lev-
els. Links for excluding and rights for non-excluding quanta.

Let us first investigate microstates satisfying the Pauli principle: on a given
level either zero or one quantum may appear. Then the total number of micro-
configurations of N indistinguishable quanta distributed among K levels can be ob-
tained as follows. From altogether K! permutations of K levels all those are equiva-
lent where the single-occupied N ones and the unoccupied K−N ones are permuted
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among themselves. The number of such arrangements are given by the binomial
coefficient

W =
K!

N!(K−N)!
=
(

K
N

)
. (3.24)

The corresponding Boltzmann-entropy, S = kB lnW , can be approximated for large
numbers of energy level and quanta, K → ∞ and N → ∞ while keeping the ratio
p = N/K constant. This means that we are seeking for the entropy maximum for a
fixed average occupation ratio, p. By evaluating the expression

SK = kB ln
(

K
pK

)
(3.25)

for large K, the Stirling formula,

lnN!≈ N(lnN−1), (3.26)

is of use. We arrive at the following entropy per level number

σ(p) := lim
K→∞

SK

K
= kB (−p ln p− (1− p) ln(1− p)) . (3.27)

Considering now that the total number N = K p and the total energy is E = Nε =
K pε (if each energy quantum is ε), the equilibrium probability, p maximizes the
following expression:

−G
T

= S− 1
T

(E−µN)≈ K
(

σ(p)− ε−µ

T
p
)

. (3.28)

In the limit K → ∞ the approximation becomes an equality and the ”best”, i.e. the
equilibrium distribution p is given by the vanishing derivative condition

∂

∂ p

(
σ(p)− ε−µ

T
p
)

= 0. (3.29)

Owing to the particular form of σ(p) given in (3.27) we have

σ
′(p) = kB ln

1− p
p

=
ε−µ

T
(3.30)

in equilibrium states. The solution of this condition is the most probable distribution
of energy quanta of ε carried each by a particle kind, from which cannot be two in
the same state. This distribution describes fermions and it is named as Fermi-Dirac
distribution:

p =
1

e(ε−µ)/kBT +1
. (3.31)

These results change if the carriers of energy quanta are bosons. In this case
they can be put to the same quantum state in an unrestricted number. This situation
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is depicted in the right hand side of the figure (3.1). The main difference to the
fermion case lies in the fact that now no ”separator” – an energy level line – is
necessary between two quanta. The K levels (places) and N quanta (particles) are
freely distributed in all (N +K)! permutations. Yet the indistinguishability sorts out
K! and N! permutations of each as being the same macrostate. This way the number
of possible arrangements becomes

W =
(N +K)!

N!K!
=
(

N +K
K

)
. (3.32)

The corresponding entropy of a large system with N = pK carriers of quanta is now
given by

SK = kB ln
(

K + pK
K

)
, (3.33)

and for large K, using the leading terms in the Stirling formula, we arrive at the
following entropy per level number

σ(p) := lim
K→∞

SK

K
= kB (−p ln p+(1+ p) ln(1+ p)) . (3.34)

Its derivative in a grand-canonical equilibrium state is given by

σ
′(p) = kB ln

1+ p
p

=
ε−µ

T
, (3.35)

whence
p =

1
e(ε−µ)/kBT −1

. (3.36)

It is the equilibrium distribution of bosons, named Bose-Einstein distribution. Both
the Fermi-Dirac and the Bose-Einstein distributions converge to the Boltzmann-
Gibbs formula for low probability (i.e. for N� K):

p = e−
ε−µ

kBT . (3.37)

In the same limit the entropy per level value is given by the Boltzmann formula

σ(p) = kB (−p ln p) (3.38)

This result can straight be generalized. Let the number of all possible microstates
be N . Among them different types are specified by their indistinguishability; the
number of indistinguishable states is also called degeneracy. Let these numbers be
Ni, satisfying N = ∑i Ni. In the previous discussion we had two kind of states only,
”particles” and ”holes”, i.e. quanta and no quanta at a given level. For fermions we
considered N1 = N and N2 = K−N, while for bosons N1 = N and N2 = K. In the
former case we had N = K, in the latter N = N +K and K was let to grow towards
infinity.
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In the general discussion we consider Ni = piN and the limit N → ∞. The
number of non-degenerate states are given by the formula for repeated permutations

W =
N !

∏
i
Ni!

. (3.39)

The Boltzmann entropy is proportional to the logarithm of this number, S = kB lnW
and can be expressed in terms of Ni with the help of the asymptotic Stirling formula:

S = kB

{
N (lnN −1)−∑

i
Ni (lnNi−1)

}
. (3.40)

Substituting Ni = piN leads to

S = kB

{
N (lnN −1)−∑

i
piN (lnN + ln pi−1)

}
. (3.41)

Collecting terms somewhat differently, we arrive at

S = kB

{
N (lnN −1)

[
1−∑

i
pi

]
−N ∑

i
pi ln pi

}
. (3.42)

One immediately realizes that the large N limit can be carried out only if

∑
i

pi = 1. (3.43)

Here is no room for ”partial knowledge” or for ”escort probability” (not satisfying
the above normalization condition). By the fulfillment of this condition one obtains
the general formula

σ({pi}) = lim
N →∞

S
N

=−kB ∑
i

pi ln pi. (3.44)

Although this formula is often cited as Boltzmann’s entropy, in fact this is not the
total entropy, but the entropy per state value. Nevertheless a multiplicative constant
can be swallowed by the unit of entropy or in the Boltzmann factor, respectively
(k′B = kBN ). Such a factor does not influence the equilibrium distribution derived
from the (constrained) maximum entropy principle.

In the microcanonical ensemble the entropy is maximized,

S = N

(
α

(
1−∑

i
pi

)
+σ({pi})

)
= max. (3.45)
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Here we introduced the notation α = (lnN −1). The variation against the pi prob-
abilities leads to

∂σ

∂ pi
= α, (3.46)

meaning a constant probability, whatever is the precise formula for σ(p). This is the
famous microcanonical equal probability distribution. Since the sum of all pi-s must
be one, the number of different microstates, Z alone determines the microcanonical
probability, pi = 1/Z and entropy:

S = kBN lnZ = k′B lnZ. (3.47)

Therewhile ∑i Ni =N . In the special case, when all microstates are non-degenerate,
all Ni = 1 and Z = N . In classical statistical physics this case was considered by
Boltzmann.

The canonical, grand-canonical etc. ensembles are equilibrium realizations of
the maximum entropy principle with different constraints. Here we show the grand-
canonical version, others can be derived similarly. In this case the total energy,
E = ∑i Niεi is fixed and a number of conserved charges, Qa = ∑i Niqa

i . The su-
perscript ’a’ denotes the kind of conserved charge: it can be electric charge or an-
other particle charge, like baryon charge, lepton charge, hypercharge – in processes
when they are conserved. It is interesting to note that classically there was a spe-
cific conserved quantity, the ”matter”. Retrospectively it is related to the rest mass
energy part in the more general energy conservation; classically it was treated sep-
arately and expressed in a conservation law for the number of atoms fixing atomic
mass unit. In the view of modern physics, however, the number of particles is not a
conserved quantity.

The Gibbs free energy is to be minimized in this case, the corresponding entropic
potential, −G/T = S−E/T + ∑a µaQa/T is to be maximized. This leads to the
following variational principle

N

{
α

(
1−∑

i
pi

)
+σ({pi})−β ∑

i
piεi +β ∑

a
µ

a
∑

i
piqa

i

}
= max. (3.48)

Here we introduced the β = 1/T notation. The derivative vanishes at the maximum,
hence the equilibrium probabilities satisfy

∂σ

∂ pi
= α +β

(
εi−∑

a
µ

aqa
i

)
. (3.49)

The unknown parameters, α , β and µa, are determined by the normalization of
state-probabilities and by the average energy and conserved charges:

∑
i

pi = 1,
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∑
i

piεi =
E
N

= Ē,

∑
i

piqa
i =

Qa

N
= Q̄a. (3.50)

3.1.4 Averages and extremes

The zeroth law of thermodynamics is fulfilled by such microscopic (statistical and
dynamical) descriptions, which achieve an equilibrium state between large parts of
a total system. In this equilibrium state deviations from the equilibrium distribution
are allowed, but they have to be small compared to the system size and have to relax
fast enough. While relaxation times near the equilibrium state constitute dynamical
properties of the material under investigation, the ”smallness” of deviations is of
statistical nature.

This ”smallness” means that the larger a deviation from the most probable value,
the smaller its probability to occur. Moreover its probability has to be reduced by a
satisfactory rate, not influencing unduly the relations revealed in macroscopic ther-
modynamics. We shall discuss in the section dealing with the temperature as a prop-
erty of noise the central limit theorem, stating that the effect of considering the sum
of many random (i.e. wildly fluctuating) variables comes close to a limiting dis-
tribution, which is Gaussian in common physical systems. Here we give a look to
another aspect: in a given statistical distribution what is the probability to find cases
far from the most probable one. This question is related to the study of extreme
value distributions [16].

The most probable value and the average value coincide only for some simple
distributions, the best example being the Gaussian function. This is the case for ve-
locity or momentum components in a non-relativistic, ideal gas, described by the
Maxwell-Boltzmann distribution. Other quantities, however, like e.g. the particle
number distribution, are not symmetric; also the range for nonzero probabilities
is restricted to positive values (or otherwise). Clearly the smallness of deviations,
equivalently the statistical largeness of the distribution can be quantitatively mea-
sured by the magnitude and probability of deviations. One way to restrict deviations
is to require that the average value and the most probable value come close enough.
With the same right one may also compare the median (the value below and above
which 50− 50 per cent of the distribution lie) with any of the above. A robustly
single-peaked distribution will prove to be satisfactory with respect to all of these
intuitive requirements.

In general one can calculate how big portion of the probability distribution (also
called probability density function, PDF) lies near to the maximum and far from
it. This picture, of course, assumes having only one maximum. In case of two or
several maxima the average itself may lie far from each. The integrals of the PDF
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for a part of the total range, defined by thresholding the value of the differential
probability, can give a measure of the concentration of probabilities in general.

There exist a number of inequalities valid for such partial integrals of the prob-
ability density function. Considering a variable, x, differentially distributed by the
measure dµ(x) = p(x)dx (as for example the number of states of a physical sys-
tem between the energies E and E +dE), the relative measure of satisfying a given
constraint with a given threshold value, say f (x)≥ t is formulated by the expression

Pf (t) := P( f (x)≥ t) = µ ({x ∈ X : f (x)≥ t}) . (3.51)

Here X represents the set of all possible values for x. It is clear that the above mea-
sure is between (and including) zero and one if the total (unconstrained) measure
was normalized to one; it is perfect then for the probabilistic interpretation4.

The generalized Markov inequality gives an upper estimate to this quantity by
using a free function, g(t), which is nevertheless monotonic growing, non-negative
and measurable (i.e. its integral is not divergent). Then the probability that the vari-
able x satisfies the constraint f (x)≥ t can be estimated by

Pf (t)≤
1

g(t)

∫
x∈X

g( f (x)) dµ(x). (3.52)

It is noteworthy that the upper estimate is formulated in terms of an integral over
all possible values of x with the original probability density function. Interpreting
the integral on the right hand side of equation (3.52) as an average, a so called
expectation value, the inequality states that

Pf (t)≤
〈g( f (x)) 〉

g(t)
. (3.53)

The classical Markov inequality is a special case of this formula, valid for the prob-
ability of x≥ t 〈 x 〉, i.e. f (x) = x/〈 x 〉, with the identity as test function, g(t) = t. In
this case

P(x≥ t 〈 x 〉)≤ 1
t
, (3.54)

the probability to exceed t times the expectation value is not greater than 1/t. Let
us demonstrate this in case of the Maxwell-Boltzmann gas. The energy distribution
is Gibbsean, P(E)∼ exp(−E/kBT ). The kinetic energy of a single particle is given
as E = p2/2m leading to a phase space factor of p2d p ∝ E1/2dE. The normalized
PDF is of an Euler Gamma form,

dµ(x) =
1

Γ (n)
xn−1 e−x dx, (3.55)

4 This measure theoretic approach to probability was pioneered by Kolmogorov in the 1940-s.
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with x = E/kBT scaled variable and n = 3/2. The expectation value of x is easy to
obtain

〈 x 〉=

∞∫
0

xdµ(x)

∞∫
0

dµ(x)
=

Γ (n+1)
Γ (n)

= n. (3.56)

The classical Markov inequality then states that P(x ≥ nt) ≤ 1/t, being restrictive
only for x > 〈 x 〉 values. For the ideal Maxwell-Boltzmann gas n = 3/2, so

P(E ≥ t
3
2

kBT )≤ 1
t
. (3.57)

In particular for t = 2 the probability to have an energy more than twice the average
value must be less than 1/2 according to the Markov inequality. Since the numerical
value for this integral is P(E ≥ 3kBT ) ≈ 0.1116, the Markov inequality is a very
liberal upper limit in this case.

The Chebyshev inequality deals with the deviations from the average value. It
considers f (x) = |x−〈 x 〉 | and g(t) = t2 and ensures that

P(|x−〈 x 〉 | ≥ t)≤ δx2

t2 , (3.58)

with δx2 =
〈
(x−〈 x 〉)2

〉
being the variance of the random variable x. Since for the

Euler Gamma distribution δx2 = n, one arrives at

P(|x−n| ≥ t)≤ n
t2 . (3.59)

For the Maxwell-Boltzmann gas n = 3/2 and one restricts the probability of deviat-
ing from the average energy value by

P
(∣∣∣∣E− 3

2
kBT

∣∣∣∣≥ t kBT
)
≤ 3

2t2 . (3.60)

This upper limit is at 50% when 3/2t2 = 1/2, i.e. for t ≈ 0.577. This means that
the probability of having an energy deviating from the average value by more than
2/3× 0.577 ≈ 0.38 times the average energy is certainly less than fifty per cent in
the Maxwell-Boltzmann distribution.

Finally we discuss the Chernoff inequality. It is obtained by using g(t) = eb〈 x 〉t

and f (x) = x/〈 x 〉, and leads to a more stringent upper limit for large multiples of
the average value:

P(x≥ t 〈 x 〉)≤
〈

eb(x−t〈 x 〉)
〉

. (3.61)

For the Euler Gamma distribution (including the Boltzmann-Gibbs energy distribu-
tion) one estimates
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Fig. 3.2 Upper estimates from Markov, Chebyshev and Chernoff for having t times the average
energy or larger in a Maxwell-Boltzmann gas. The exact result is also shown.

P(x≥ t 〈 x 〉)≤
(

e−bt/(1−b)
)〈 x 〉

(3.62)

with 〈 x 〉= n and n = 3/2 for the nonrelativistic ideal gas. The parameter b between
0 and 1 can be optimized to achieve the smallest possible upper limit at a given t.
The derivative of the logarithm of the upper estimate with respect to b is given by

〈 x 〉 ∂

∂b
(− ln(1−b)−bt) = 0. (3.63)

From this b = 1−1/t follows, giving the best Chernoff estimate as

P(x≥ t 〈 x 〉) ≤
(
te1−t)〈 x 〉 . (3.64)

In the figure 3.2 the integrated probability of having energy over a threshold value
t times the average, P(E > t 〈E 〉), is plotted for the Maxwell-Boltzmann distribu-
tion. The classical Markov and Chebyshev estimates and the optimized Chernoff
estimate are also indicated. It can be inspected that unless we speak about several
multiples of the average value, these classical estimates are quite loose.
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3.2 The temperature related to an integrating factor

The concept of temperature actually precedes that of heat, energy and entropy.
The zeroth law – although we presented it in correspondence with the entropic
maximum – holds even without taking reference to energy or entropy, or any
other thermodynamic potential[12]. Its essence is, that requiring the transitivity
property of the thermal equilibrium state it follows that an equation in the form
ΘA(A1,A2, . . .) = ΘB(B1,B2, . . .) exists, collecting the same function of same pa-
rameters for the bodies A and B on the respective sides of the equality. The common
value is called empirical temperature and the very functional form of the Θ function
equation of state. In relation with other laws of thermodynamics turns, however, out
that the entropy – energy relation parametrized by an absolute temperature is the
starting point of the thermodynamical description of physical systems.

In this section we review the ideas relating heat, work and internal energy; as
a corollary the efficiency of heat engines and in general all physical circular pro-
cesses converting one form of energy into another, so called Carnot cycles, follow.
By doing so a new facet of the concept of temperature is shown: it makes it possible
that the heat, necessary to realize some repeatable (so called circular) work process,
is connected to a state of the system, which is reachable in many ways and where
the quantitative measure of the thermal work-potential, the entropy, has a value in-
dependently of that way. Mathematically it means that the entropy change in any
small step of a thermal work process has to be an exact differential, in order its in-
tegral be independent of the integration path. Since the mechanical work, done by
forces like pressure, is not a differential, but the change of internal energy is, a so
called integrating factor is needed to construct the entropy functional. This factor
proves to be identical to the reciprocal absolute temperature, 1/T .

After this construction of the entropy, its changes, assumed to be macroscopically
slothful, happening with an adiabatic speed, is considered. The statistical trend of its
growth in lack of external driving forces is the essence of the second law of thermo-
dynamics, albeit several formulations has been offered historically. This tendency
explains why the thermal equilibrium always occurs at the entropy maximum.

Finally, since the integrating factor is 1/T , the T = 0 case needs a handling with
special care. In fact classical physics cannot predict what happens at this point.
The zero point of entropy at T = 0 had to be postulated by Nernst. As it turns out,
this state is not realized by all known physical systems: glasses, being in a long term
metastable state, for example are having too many nearly ground states to have really
zero entropy. Another exceptional system is a gravitational black hole, discussed in
chapter 7, whose entropy actually grows by lowering the temperature.
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3.2.1 First law: energy conservation

In today’s physics the principle of energy conservation is central. It was not, how-
ever, so at its first suggestion. The idea was in the air in the mid of the nine-
teenth century[17]. Julius Robert Mayer, James Prescott Joule and Hermann von
Helmholtz are most renown of contributing to the modern development of this con-
cept. But also others, like Justus Liebig, had elaborated on the connection between
heat and chemical and life processes.

The story goes that Robert Mayer, serving as a medical doctor on a ship, had
observed that the venal blood of the sailors was more red in tropical areas than far
in the North. He concluded that human organisms do less oxidation in this case
as usual, because the heat, necessary to keep warm blooded creatures healthy and
alive, partially comes from outside. The body needs to produce less heat itself. His
work, eventually published in 1842 with the title ”Bemerkungen über die Kräfte der
unbelebten Natur” (Notes on the Forces of inanimate Nature), was actually refused
by the leading physics journal of that time, by the Annalen der Physik. Finally Jus-
tus Liebig placed the work in a chemical journal. The problem was not Mayer’s
conclusion, but rather his naturphilosophical argumentation: he derived the state-
ment of energy conservation from the principle ”causa aequat effectum”, i.e. that
the cause were equal to its effect. Inspite of this anti-Newtonian introduction, he
considers at the end a very physical question: from how high a body should fall in
order to increase its temperature by one degree. By solving this problem he derives
the mechanical equivalence value of heat from the heat capacity of gases at constant
volume and pressure.

Joule had carried out the experiment about the mechanical work equivalence of
the heat belonging to one degree change in the temperature. He also discovered and
published his formula about the heat produced by electric current, I, on a resistance,
R, during the time, t: Q = I2Rt. His seminal work, ”On the Existence of an Equiv-
alent Relation between Heat and the Ordinary Forms of Mechanical Power”, was
published in 1845. He conducted his experiment, where the gravitational potential
energy of a body is converted to heat by letting a small turbine to work in a fluid,
several times, always refining. Finally he obtained that 1 kcal is equivalent to 424
mkp (nowadays rather the value 427 mkp is accepted).

Helmholtz’s work, with the title ”Über die Erhaltung der Kraft” (On the Con-
servation of Force), speaks for itself5. The idea of energy conservation (including
thermal phenomena) did not become popular at once. Its acceptance was paved also
by William Thomson (Lord Kelvin), who became a young friend of Joule, and by
Rudolph Clausius, who was the first establishing the connection between macro-
scopic observables and average properties of molecules in a gas. He derived the ki-
netic pressure formula, pV = N

〈
mv2/3

〉
, and also derived the ratio of the collective

5 In the mid of the nineteenth century force, energy and momentum were not yet fixed to describe
different physical quantities, they were used as synonyms.



3.2 The temperature related to an integrating factor 49

kinetic energy to the total one as 3/2 of (cp−cV )/cV with cP (cV ) being the specific
heat at constant pressure (volume). Finally Maxwell explained this heat capacity ra-
tio by the equipartition theorem, obtaining the average kinetic energy of internal mo-
tion as kBT/2 per degree of freedom for the molecular motion: cp/cV = ( f + 2)/ f
(in the ideal gas f = 3).

The first law of thermodynamics relates the total change of the internal energy
(i.e. all the energy not related to a collective motion of the macroscopic body) to the
work done on the system and the heat communicated to the system:

dE =−DQ+−DW. (3.65)

Here the symbol −D denotes that the infinitesimally small amount of work and
heat are not differentials, they cannot be written as a sum over partial derivatives
and elementary differentials of variables of state (like dE can). The mechanical
work, originally written as −DW = ∑i FidXi, summing over force and differential
displacement coefficients, can be generalized to be a sum of similar terms: the gen-
eralized forces and displacements. In a gas it has the form of −DW = (−p)dV , by a
chemical reaction −DW = µdN, for the work done by an external magnetic field, H,
the expression−DW = HdM suggests that the generalized force is the magnetic field
and the generalized displacement coordinate is the magnetization, M. Also surface
tension and wire tension act as generalized, so called thermodynamical forces.

Related to the first law, a number of differential changes in macroscopic state
variables can be obtained and compared. In general such relations are called re-
sponse functions. The heat capacities are obtained from the temperature change
upon adding heat to the system. But heat is not a function of state, like energy or en-
tropy, therefore also the path reaching the resulting state has to be specified. The heat
capacity differs whether the warming happens at constant volume or constant pres-
sure. Considering volume extension only (as it is characteristic to one-component
gases) the mechanical work is−DW =−pdV , so the heat capacity at constant volume
becomes

CV =
−DQ
dT

∣∣∣∣
V

=
dE + pdV

dT

∣∣∣∣
V

=
∂E
∂T

∣∣∣∣
V

. (3.66)

At constant pressure, however the pdV term does not vanish and we obtain a differ-
ent quantity

CP =
∂E
∂T

∣∣∣∣
P
+ p

∂V
∂T

∣∣∣∣
P

(3.67)

For an ideal gas the energy depends only on the temperature, E = E(T ), so its partial
derivatives with respect to T are equal either the volume, V , or the pressure, p is kept
constant. Using the equation of state pV = NkBT , one obtains ∂V/∂T = NkB/p at
constant p, so

CP−CV = NkB. (3.68)
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3.2.2 Second law: Clausius’ entropy

Accepting the first law, the conservation of energy, it was observed by Clausius
that this is not enough to explain all general properties of physical phenomena by
the conversion of heat, work and energy. The second law, having several phrasings,
among others requires that heat spontaneously ”flows” from hotter to cooler bodies
only (for the opposite flow one has to invest work). Another, equivalent statement
is about the impossibility of a perpetuum mobile of second kind: a machine which
could convert heat to mechanical work with 100% efficiency. By introducing the
concept of entropy, Clausius has managed in 1865 to bring both the first and the
second law into a mathematical form.

Imagine a process returning at the end to the starting temperature by mild
changes, at each step waiting long enough to establish thermal equilibrium. During
such a reversible circular process heat was added to and extracted from the system,
but at the end – according to Clausius’ principle – there is a quantity which did not
change: ∮ −DQ

T
= 0. (3.69)

This means that no net work has been done and the final energy is equal to the
initial one conforming with the first law. For such a process then the quantity−DQ/T
should be a differential, dS = −DQ/T . The integrated quantity, S is the entropy. Its
change between two arbitrary thermal states does not depend on the integration path:

B∫
A

−DQ
T

=
B∫

A

dS = SB−SA. (3.70)

With other words the entropy, S, is a variable of state; its value depends only on the
state of the physical system and not on the path (history) this state is reached.

For irreversible processes there is an irrecoverable loss of energy in the form of
heat production (dissipative waste of energy). This is negative for the system, so for
a general process of thermodynamical nature the following inequality holds∮ −DQ

T
< 0. (3.71)

Let us split a circular process to a part going from A to B by an irreversible and then
returning form B to A by a reversible path. Consider the case when the state B is
infinitesimally close to the state A. For such processes one obtains

−DQ≤ T dS. (3.72)

It implies dS≥−DQ/T for any small step in the slow process going through thermal
equilibrium states (only changing its parameters, the variables of state). In particular
in an isolated big system the subsystems, as they come to a joint equilibrium, ex-
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change heat, but the net change of heat is altogether zero,−DQ = 0. For such systems
the second law of thermodynamics states that

dS≥ 0. (3.73)

As a consequence, in isolated total systems the joint equilibrium state belongs to
the maximal entropy.

The absolute temperature, T , plays the role of an integrating factor in Clausius’
construction: the entropy is an exact differential contrary to heat and work. Writing
with generalized forces and displacements

dS =
1
T

(
dE−∑

i
FidXi

)
≥ 0. (3.74)

By comparing with the discussion of the zeroth law in the previous section, one
sees that for additive composition rules, the coefficients of differentials including
the integrating factor, namely 1/T = ∂S/∂E, and Fi/T =−∂S/∂Xi, do in fact equi-
librate between bodies allowing the exchange of the corresponding quantity, E and
Xi respectively.

In the case of a general, composable equilibrium, the equated entropic intensive
variables may be obtained by more complex formulas. The above form of the first
and second law of thermodynamics generalizes only for composition laws derivable
from a function L(E) – and accordingly Li(Xi). In this case one achieves

dS =
1
T

(
dL(E)−∑

i
FidLi(Xi)

)
≥ 0. (3.75)

The absolute thermodynamical temperature derived from the equilibrium conditions
still coincides with Clausius’ integrating factor. We note, that while the form (3.74)
– assuming addition as the composition rule – satisfies the homogeneity property

S(λE,λXi) = λS(E,Xi), (3.76)

the more general composable form (3.75) is non-extensive:

S(λE, . . .) = Ξ(L(λE), . . .) 6= Ξ(λL(E), . . .) = λS(E, . . .). (3.77)
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3.2.3 Third law: the ground state

The entropy is henceforth a variable of state, its value is independent of the thermo-
dynamic path by which the state is achieved. The differences of the entropy between
two arbitrary states are computable by the Clausius integral using any reversible
path. The quantity of this difference, however, is not restricted by the first and sec-
ond law. Experiments at low temperatures on the other hand indicate that dS(T,Xi)
tends to vanish as T goes to zero – at any value of the displacement coordinates, Xi.
It means that all systems must have the same – constant – entropy at zero tempera-
ture. This law was formulated by Nernst:

At absolute zero temperature all thermodynamic systems have the same en-
tropy; this value can be taken as zero.

In fact even more seems to be true: there are experiments, done with certain
materials, like phosphine, which exist in a number of very similar crystalline struc-
ture, in so called allotropes. At a given temperature, Ta, the equilibrium phase, A,
changes to a state B or it continues being in state A, which becomes metastable. By
the transition to state B a latent heat, QL is released. The heat capacity at T = 0 is
zero, it cannot be else. An equilibrium state a little above Ta can be achieved by
following either the stable path and then regaining the latent heat, or by following
the metastable path. One obtains

S(T +
a ) = SA(0)+

Ta∫
0

CA(T )
dT
T

= SB(0)+
Ta∫

0

CB(T )
dT
T

+
QL

Ta
. (3.78)

Here every term is measurable besides SA(0) and SB(0). Such measurements verify
that indeed SA(0) = SB(0) = 0.

The most famous consequence of fixing the zero point of the entropy to be
S(0,Xi) = 0 is that no physical system can be cooled to the absolute zero tempera-
ture in a finite number of adiabatic steps. The reason lies in the fact that approaching
the T = 0, S = 0 point between curves of differently fixed Xi, the changes become
continuously smaller and smaller. This also means that the curves for different Xi
meet in this point,

lim
T→0

∂S
∂Xi

∣∣∣∣
T

= 0. (3.79)

The statistical background of the third law is less obvious than that for the other
laws. Utilizing Boltzmann’s entropy formula, the number of states at T = 0 made
by N degrees of freedom is only one, if it is non-degenerate, or a number gN , called
degeneracy. The third law requires that



3.3 The temperature related to a Lagrange multiplier 53

S(0) =−kB ∑
i

pi ln pi = 0. (3.80)

This sum of non-negative terms, −pi ln pi, can be zero only if all contributions are
zero. Any single contribution, −pi ln pi is only then zero if either pi = 0 or pi = 1.
With other words for all probabilities (relative occurrences of a given state in an
ensemble) the p2

i = pi property holds. Such states are pure states in the language
of quantum physics. Furthermore, since by construction ∑i pi = 1, only one kind of
state i may have pi = 1 and all the other states have pi = 0. Typically ground states
of quantum systems have this property.

Very often the selected state which is realized by zero entropy is not singled out
by the requirement of having the least energy, i.e. a ground state of the system. Such
ground states called degenerate, and the realization of just one possibility among
several degenerate ground states is a spontaneous symmetry breaking. A good ex-
ample is a ferromagnet: in its ground state it has an infinite degeneracy due to pos-
sible rotations as a whole. But this degeneracy does not depend on the number of
spins, so it does not interfere with the third law. The rotation of a ferromagnet is not
a new permutation of the state of spins.

Having nonzero entropy in a system on the other hand means that more than one
type of state is realized in the ensemble: since the pi-s are not just zero and one, they
can have other values in (0,1) and still sum up to 1. During the time evolution of a
big system several states are re-visited, and its parts configure several different states
as time passes by. Nonzero entropy this way implies nonzero absolute temperature.

In summary the classical notion of temperature is related to that of the heat
(change in energy not counted for by the work of the thermodynamical forces)
and to entropy, which turns out to be a measure of the internal disorder. The
total change of the entropy can be obtained by taking the difference of the
internal energy change and a sum of non-differentials (like mechanical work,
chemical work, etc...) and then multiplying by an integrating factor 1/T .

3.3 The temperature related to a Lagrange multiplier

The equilibrium state in thermodynamics is described by maximum entropy with
various extra conditions depending on the physical boundary conditions to the equi-
libration process. This formulation is often referred to as the Jaynes principle. Ob-
taining a thermal equilibrium state therefore is basically a variational problem. The
entropy – a function of macroscopic variables in the form of an equation of state
or a functional of microstate probabilities in the statistical approach – reaches its
maximum in equilibrium. The different constraints, either due to conservation laws
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restricting the microscopical dynamics or just due to the arrangement of macro-
scopic boundaries isolating or allowing flows and work through them6, have to be
taken into account.

A variational problem with constraints can be handled by the method of La-
grange. This is a mathematical method, applied in theoretical mechanics, in field
theory, and in several other disciplines of physics, and last but not least in ther-
modynamics. This method is also more general than the content of the zeroth law
discussed so far: by extremizing (maximizing or minimizing) a quantity (function
or functional) with the parallel fulfillment of constraints is equivalent to extremizing
another quantity, obtained by linearly mixing these constraints to the original quan-
tity. Here a very basic salient property of a maximum has to be noted: whenever a
function has its maximum, at the same value of argument another function, a strict
monotonic function of the previous one, also has its maximum. So the principle
S = maximum is virtually equivalent to Φ(S) = maximum. Such Φ functions are
very numerous, more than continuously many7. The main word of caution, which
has to be said here, is a warning: the second derivative, S′′(E) is already influenced
by using Φ(S(E)) instead of S(E). This way the stability of the equilibrium may
look differently by using the S = maximum or Φ(S) = maximum principle.

3.3.1 Lagrange method for handling constraints

Maximizing the entropy of a system by the Lagrange method leads to the form

S(E,Xi)−λECE(E)−∑
i

λiCi(Xi) = max. (3.81)

Here the internal energy E plays a special role, the thermodynamical displacements
Xi can be the volume, V , the particle number, N, or any further quantity of relevance
in the physical problem. The factors λE and λi are the so called Lagrange multi-
pliers. The partial derivatives with respect to the Lagrange multipliers lead to the
constraints taken into account:

CE(E) = 0,

Ci(Xi) = 0. (3.82)

The maximization with respect to the thermodynamical variables internal energy, E,
and general displacement, Xi, (e.g. V , N, etc.), leads to equations reminding to the
discussion of the zeroth law:

∂S
∂E
−λE C′E(E) = 0,

6 In the language of classical thermodynamics these boundaries are called ”walls”.
7 The cardinality of their set is ℵ2 = 2ℵ1 .
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∂S
∂Xi
− λi C′i(Xi) = 0. (3.83)

Here we restricted ourselves to unmixed constraints, CE depended only on E, and
Ci only on Xi. This restriction makes sense in the view of the zeroth law: in compos-
able systems the total energy, E12 = E1⊕E2, – and similarly any other composed
extensive quantity – satisfies an L(E12) = L(E1)+L(E2) type composition law. That
such kind of composition laws can be obtained as a result of a limiting procedure by
repeating the composition of small amounts will be discussed in chapter 5. In this
general case the total entropy of a system containing several subsystems indexed by
a = A,B, . . . is chosen as the quantity to be maximized in equilibrium:

∑
a

S(Ea,Na,Va, . . .)−λE ∑
a

LE(Ea)−λN ∑
a

LN(Na)−λV ∑
a

LV (Va)− . . . = max.

(3.84)
With other words the composite values, LE(E) = ∑a LE(Ea), are fixed. For such
composition laws in general and for the additive composition law in particular (re-
placing L′E(E) = 1, etc.) we obtain from the equation (3.83) that the Lagrange mul-
tipliers are given as

λE =
1

L′E(Ea)
∂S

∂Ea
=

1
T

,

λN =
1

L′N(Na)
∂S

∂Na
=−µ

T
,

λV =
1

L′V (Va)
∂S
∂Va

=
p
T

,

. . . (3.85)

This demonstrates that even for non-additive but associative composition laws for
the macrovariables the Lagrange multipliers are related to the entropic intensives
occurring due to the zeroth law of thermodynamics.

3.3.2 Statistical Picture

In the statistical picture the above correspondence is realized by assuming a prob-
abilistic distribution of values for subsystems. In the classical kinetic theory such a
subsystem is already microscopic, say an atom in an ideal gas or a localized spin in
a magnetic crystal. The entropy of a system with N states, with Ni = piN being
the degeneracy number of a state with given microscopic properties, say an energy
level of εi, was already given in equation (3.42). It was derived from the elementary
permutation formula (3.39). Here we repeat it, because of its central importance;
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at the same time we make room for a possible generalization of the permutation
formula (for the case of non-independent states) in our notation:

S = kBN

[
(lnN −1)

(
1−∑

i
pi

)
+∑

i
σ(pi)

]
. (3.86)

In the case of independent states – and therefore permutations – from this the
Boltzmann-Gibbs formula arises with

σ(pi) =−pi ln pi. (3.87)

This quantity is positive for any pi between zero and one, reaching the value zero
in these two extremes only. Furthermore this expression is concave, and it ensures
that the entropy is additive for taking subsets of states with independent occurrence
probabilities. More about generalizing the very formula σ(pi) will be mentioned in
chapter 5.

Now we concentrate on the constraints by maximizing the entropy, the other ba-
sic ingredient of the Lagrange method. For the sake of simplicity we select out the
energy to be constrained, discussing this way the canonical distribution, pi. Consid-
ering a general, L-additive energy composition law, in the state i with degeneracy
Ni the composition has to be done Ni-fold. This results in

∑L(εi) = Ni L(εi) = L(Ei). (3.88)

Further composing these to the total system with overall number of states N =
∑i Ni we arrive at

∑
i

L(Ei) = ∑
i

Ni L(εi) = L(E). (3.89)

Such a result is valid for composable constraints on the energy. They have the fol-
lowing form

CE = N

(
∑

i
pi L(εi)

)
−L(E) = 0. (3.90)

The Lagrange method leads us to the vanishing derivative

∂

∂ pi
(S−λCE) = N kB (1− lnN )+ kBN σ

′(pi)−λN L(εi) = 0. (3.91)

Remembering that we made use of the Stirling formula, we note that this relation is
expected to be valid in the N → ∞ limit. The solution for the probability distribu-
tion, pi is hence given by an equation of the form

kBσ
′(pi) = λL(εi)+α (3.92)

with α being a state independent (but ensemble dependent) constant. For the
Boltzmann-Gibbs entropy formula the elementary derivative, σ ′ is given as



3.3 The temperature related to a Lagrange multiplier 57

σ
′
BG(pi) =−1− ln pi, (3.93)

and the solution of the maximizing equation (3.92) turns out to be

pi =
1

N
e−L(εi)/kBT . (3.94)

Checking it against the normalization condition,

∑
i

pi =
1

N ∑
i

e−L(εi)/kBT = 1, (3.95)

it follows a remarkable expression for the number of all states:

N = ∑
i

Ni = ∑
i

e−L(εi)/kBT . (3.96)

Since this quantity expresses at the same time the sum of degenerate quanta in a
state with individual energy εi, it is called the partition sum.

Other constraints can be taken into account in a similar way. Using the BG en-
tropy the grand canonical partition is given by

lnNi = ln(N pi) =− 1
kBT

LE(εi)+
µ

kBT
LN(ni), (3.97)

with the general particle number composition law

∑
i

Ni LN(ni) = LN(N). (3.98)

Similarly the pressure ensemble constrains the composed volume

∑
i

Ni LV (vi) = LV (V ), (3.99)

and leads to
lnNi = ln(N pi) =− 1

kBT
LE(εi)−

p
kBT

LV (vi). (3.100)

In the box below we summarize the most important quantities and their relations
to the Boltzmann-Gibbs partition process of all possible states, with Xa general dis-
placement variables (they can be the energy, E, the volume V , the particle number
N, etc.), their corresponding composition functions La and the Lagrange multiplier
combinations λa/kB = µa/kBT :
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number of specific states Ni = exp
(
−∑

a

µa
kBT La(Xai)

)
partition sum ∑

i
Ni = N

total composition ∑
i
Ni La(Xai) = La(Xa)

probability distribution pi = Ni
N

3.3.3 Information and knowledge

The extensive quantity associated to the absolute temperature, the entropy, also
has different facets: i) it describes a phenomenological thermodynamic potential
to be maximized in equilibrium, ii) it is a logarithmic measure of the number of
microstates realizing the same macrostate, iii) it is – in the Boltzmann-Gibbs sce-
nario an additive – measure of the probability to find a given state in an ensemble.
Satisfying the requirements of the most general theory of equilibrium, namely ther-
modynamics, the statistical entropy carries this bonus; it is connected to probability.

Let us write the BG entropy in a slightly different form, than previously:

ς = ∑
i

pi ln
1
pi

=
〈

ln
1
pi

〉
, (3.101)

with S = kBN ς being the quantity discussed in the previous subsection. Perhaps
one of the most important properties of the notion of probability is that rare events
have a small probability. Our expectation for the number of finding a value (or state
or event) with probability pi is proportional to this probability. The quantity 1/pi is
therefore the greater the less probable a state (event) is in the studied ensemble. In a
way its logarithm, ln(1/pi), can be called with right unexpectedness.

Through this interpretation the idea of entropy can be connected to the measure
of information. Observing a less probable event, one achieves a larger restriction
with respect to making further predictions, than by observing a more common case.
The above measure of unexpectedness describes the gain in information. More pre-
cisely the formula (3.101), containing the logarithm function, is predestined for be-
ing additive for probabilities, which are in form of a product. And exactly the joint
probability of two events, say A and B, is then and only then a product, if the events
are independent. Let the joint probability be pAB, then the so called marginal prob-
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abilities are given as
pA = ∑

B
pAB, pB = ∑

A
pAB. (3.102)

Here the summation runs over all possibilities (states) of the respective event (phys-
ical system) A or B. This way pAB is the joint probability for one subsystem being in
a given state, A, while the other subsystem is in another given state, B. The marginal
probability, pA is the probability to find the first subsystem in state A irrespective
to the state of the other subsystem. pB is the same quantity by interchanging the
roles. With the help of these quantities it is straightforward to define the conditional
probabilities. The conditional probability for the subsystem to be in state A, while
the other subsystem is in the state B is given by the normalized ratio

pA|B =
pAB

pA , (3.103)

and correspondingly for the conditional probability pB|A. This relation can be used
to reconstruct the joint probability from marginal probabilities as

pAB = pA pA|B = pB pB|A. (3.104)

If the events (or states) are independent, then the condition is meaningless: pA|B =
pB and pB|A = pA and one cannot gain any information on system B by observing
(measuring the probability distribution of) system A, or vice verse. This is the case
when the joint probability is the product of marginal probabilities:

pAB = pA pB. (3.105)

The BG-unexpectedness in this case is additive. The measure of information, gain-
able by the knowledge of the marginal probability pA on the distribution pB there-
fore relies in the entanglement or correlation of the respective states, in the deviation
from the above multiplicative probability law. The mutual information is measured
by the difference between the joint entropy and the sum of marginal entropies:

I(A : B) = ς(A)+ ς(B)− ς(AB). (3.106)

This definition is symmetric and non-negative. It is only then zero, if the events (or
systems) are independent. Let us describe one system with probabilities pi for states
i, and the other system with q j for the states j. The joint states i j have a probability
of ri j. The sum of the normalized entropies is given by

ς(A)+ ς(B) = ∑
i

pi ln
1
pi

+∑
j

q j ln
1
q j

. (3.107)

Using now the definition of marginal probabilities in the forefactors in front of the
logarithms this can be written as
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ς(A)+ ς(B) = ∑
i, j

ri j ln
1

piq j
. (3.108)

Based on this the mutual information (3.106) becomes

I(A : B) = ∑
i, j

ri j ln
ri j

piq j
. (3.109)

The state assumed with minimal knowledge has independent subsystems, ri j =
piq j, and zero information, I(A : B) = 0. The independence criterion for canonical
thermal states using pi∼ exp(−εi/kBT ), q j ∼ exp(−ε j/kBT ) and ri j ∼ exp(−εi j/kBT )
is equivalent to

εi j = εi + ε j. (3.110)

Another form of energy distributions, e.g. a cut power-law,

pi =
1
Z

(1+aεi)
−v , (3.111)

can describe a zero information state if

piq j =
1

Z2

(
1+aεi +aε j +a2

εiε j
)−v

= ri j =
1
Z2

(1+aεi j)
−v . (3.112)

This requires a non-additive energy composition rule:

εi j = εi + ε j +aεiε j. (3.113)

3.4 The temperature as a property of the noise

We have experienced different roles of the temperature in the theory of thermal,
and in a general sense statistical, phenomena. As an intensive parameter describ-
ing equilibrium between energy distributed states of macroscopic systems, it has its
most basic – and most phenomenological – thermodynamical description. Slow and
mild changes, going through reversible or irreversible chains of macrostates, point
out that 1/T can be used to define a variable of state, the entropy S, which value
is independent of the way the state was achieved. Mathematically then 1/T is an
integrating factor, making it possible that a sum of non-differentials (mechanical
and chemical work, heat, etc.) is related to the differential of entropy, dS. Due to
the kinetic and statistical foundation of the main anchor points of thermodynamics,
the concept of entropy became based on the probability distribution of microstates.
Thermal equilibrium maximizes the total entropy due to being most of the time in
the most probable microstates. Constraints on the physical exchange of other quanti-
ties, however, enriches the maximum entropy principle by terms containing further
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functionals of the probability distribution: total energy, volume, particle number,
etc. The inverse absolute temperature, β = 1/kBT , occurs in the correct handling of
such situations as a Lagrange multiplier.

The mathematical role, the temperature plays in statistical models, and the phys-
ical properties of macrosystems in and near thermal equilibrium are therewhile in-
tertwined. The quantity satisfying the zeroth law of thermodynamics and being a
universal intensive variable of state is not guaranteed to be identical to a Lagrange
multiplier of a constraint taken as an ansatz in a statistical model. In particular the
constraint may have a meaning which is or is not realized by physical circumstances
when bringing macroscopic bodies in contact with each other. Fortunately many de-
tails do not count at the end: in the so called thermodynamical limit the behavior of
big systems is more universal.

Considering possible generalizations of the classical thermodynamics – in order
to describe phenomena not following the classical ideals – some basic assumptions
can be loosened. Most prominently the additivity of the extensive variables of state,
leading to working out a non-extensive thermodynamics, and the factorizing (inde-
pendence) hypothesis about microstate probabilities, leading to a non-extensive sta-
tistical physics, using novel entropy formulas. One of the most intriguing questions
by this research is that – by abandoning additivity and probabilistic independence –
whether the classical equivalences between the role of intensive variables, in partic-
ular the temperature, remains intact. We have demonstrated by discussing the zeroth
law that indeed the factor 1/T still can be used consequently and sensibly, but its
relation to the entropy – energy relation may change.

We summarize these thoughts in the following statement: the concept of tem-
perature can be used in a wider range of physical descriptions as it was envisioned
by the classical, Gibbsean-Boltzmannian thermodynamics, but its correspondence
with microscopic quantities may need a re-interpretation. In particular, calculating
the temperature in relation with Lagrange multipliers to constraints, it will depend
on the formulation of the constraint and the very entropy formula used, how it is
related to properties of the probability distribution. And because in thermodynam-
ics the most decisive distribution is that of the energy (irrespective to other details,
like e.g. direction of the velocities of the constituents), the properties of the energy
distribution have to be related to the temperature.

In the kinetic measurement of temperature, described in the previous chapter, we
have seen that the average energy per particle is a simple function of the tempera-
ture. For ideal gases it is even proportional to that. In this section we go after an-
other connection: the relation between the width of the probability distribution and
the temperature. Is only the average energy is determined by the temperature? The
Lagrange multiplier role would suggest that. Or further properties, like the width,
or perhaps the whole equilibrium distribution is determined by this single parame-
ter? The ideal Maxwell-Boltzmann gas and the canonical Gibbs distribution support
this view quite strongly. And what if further parameters influence the distribution,
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most prominently its width besides the expectation value? Can this further parameter
comply with universality and independence requirements of the classical thermody-
namics discussed so far? In such cases, is still a temperature there?

3.4.1 Brownian motion and Einstein temperature

The width of the energy distribution instead of the mean value plays the leading role
in the studies of a wide class of physical phenomena. Most prominently diffusion
is a phenomenon, where a material becomes dispersed in the medium of another,
without any seeming preference to a direction or a place. The width of the distribu-
tion steadily grows, while no trend can be discovered for the mean value. Of course,
the expectation value of the square of one quantity can be related to the expectation
value of another one. Remarkably this is the case between the kinetic energy and
the momentum vector of non-relativistic, massive particles

E =
1

2m
p2. (3.114)

Such particles move seemingly random, changing the direction of their motion ner-
vously. This unpredictable motion can be described by modeling this randomness
as an action of forces acting independently and uniformly in all directions in arbi-
trarily close time instants. The phenomenon of this motion has been experimentally
observed by Robert Brown, studying the motion of pollen in water under the micro-
scope in 1827. The theoretical description of the Brownian motion, in its simplest
form as a random walk, is due to Albert Einstein in 1905.

Let us assume that the momentum is changing only by very short term, drastic
interactions, the so called collisions. By a spherically symmetric elastic collision, the
most common case for monoatomic gases, the magnitude of the momentum vector
of the atoms is unchanged, only its direction changes. Assuming further a constant
rate of collisions, the time between subsequent collisions, ∆ t, is also a constant. The
change of a representative momentum vector under the action of the force F for a
time δ t� ∆ t is described by the following equation

p(t +∆ t) = p(t)+δ tF. (3.115)

The force vector F is a random variable. All of its components are distributed sym-
metrically to the zero value, therefore its expectation (long time average) value van-
ishes

〈F 〉= 0. (3.116)

Due to elastic collisions the momentum vector, p, changes only its direction, but not
its length. The expectation value of the energy per particle is given by8

8 See the previous section about the kinetic temperature.
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p2

2m

〉
=

3
2

kBT. (3.117)

The position of a particle changes between two collisions by flying undisturbed with
a velocity p/m for the mean inter-collision time, ∆ t. Therefore the position vector,
r(t), changes as

r(t +∆ t) = r(t)+∆ t
p
m

. (3.118)

Since the average momentum vector is zero, the position of the particle after several
collisions is unpredictable. The squared distance from the starting point, however,
can well be estimated:〈

r2 〉(t +∆ t) =
〈

r2 〉(t)+2
∆ t
m
〈 r ·p 〉+ ∆ t2

m2

〈
p2 〉 . (3.119)

The middle term in the above equation vanishes due to the random direction of
the momentum vector: 〈 r ·p 〉 = 0. The average value of p2 is obtained from the
equipartition value of the kinetic energy (3.117). This way one concludes that the
squared distance grows from collision to collision as

〈
r2 〉(t +∆ t) =

〈
r2 〉(t)+3

∆ t2

m
kBT. (3.120)

After a finite time t sufficient for N = t/∆ t collisions the distance squared from the
original position of the particle grows linearly with this time. Starting at the origin,
r(0) = 0, and 〈

r2 〉(t) =
3∆ t kBT

m
t = 2Dt, (3.121)

with D = 3kBT ∆ t/2m being the diffusion constant. In fact the diffusion constant,
measurable by observing the particles position versus the time passed, is propor-
tional to the temperature. The temperature obtained by using diffusion measurement
is sometimes called the Einstein temperature.

3.4.2 Langevin and Fokker-Planck equation

A description of the Brownian motion based on dynamics is given by the classical
Langevin equation. A balance between damping and accelerating forces leads to
a stationary state, with vivid microscopical dynamics, but macroscopically (on the
average over many particle paths) it presents a thermodynamical equilibrium state.
General statements about this balance are comprised in the fluctuation – dissipation
theorem.

Let us consider a simple, one degree of freedom motion. The change of mo-
mentum p in time is given by a force depending on this momentum and on a noise
variable z:
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ṗ = F(p,z). (3.122)

Such descriptions are called ”mesoscopic”, since the dynamics of a selected particle
is followed, but the effect of further particles is not calculated microscopically: it
is comprised in using the notion of noise, and in assuming random distribution of
the variable z. Following the method pioneered by Ornstein and Uhlenbeck[14], a
distribution of many possible values of p at a time t can be considered. This f (p, t)
distribution governs average values of a smooth but otherwise arbitrary test function
R(p). The same integral over p can be expressed at the time t + ∆ t assuming a
statistical average over the noise z in the time interval passed since t:∫

d pR(p) f (p, t +∆ t) =
∫

d p〈R(p+∆ t F(p,z))〉 f (p, t). (3.123)

One assumes that the averaging of the force F over the noise z gives the result:

〈F 〉 = −G(p),
〈F F 〉−〈F 〉〈F 〉 = 2D(p)/∆ t. (3.124)

The above scaling of the correlation with ∆ t follows from the Gaussian nature of
the noise z. Expanding now the equation(3.123) up to terms linear in ∆ t one arrives
at: ∫

d pR(p)
∂ f
∂ t

(p, t) =
∫

d p
[
−G(p)R′(p)+D(p)R′′(p)

]
f (p, t). (3.125)

After partial integration and considering arbitrary R(p) one gets the Fokker-Planck
equation:

∂ f
∂ t

=
∂

∂ p
(G f ) +

∂ 2

∂ p2 (D f ) . (3.126)

The original Langevin problem

The above Langevin and Fokker-Planck problem is still quite general. Damping and
diffusion coefficients depend on the momentum p in a general way. Ergodization
in phase space is achieved on the other hand when constant energy surfaces are
covered. In such a situation the distribution f , as well as the coefficients G and D
(the latter related to the noise), depends on the energy E(p) only. This case shall be
discussed in chapter 5.

The original Langevin equation[15] considers an energy independent diffusion
and damping constant, D and G, respectively. This particular Langevin equation is
given by

ṗ = z−G
p
m

(3.127)
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containing a damping proportional to the non-relativistic velocity, and a noise with
zero mean 〈z(t)〉= 0, and with a correlation restricted to the same time instant only.
The latter assumption is expressed in a correlation proportional to the Dirac-delta
function,

〈z(t)z(t ′)〉= 2Dδ (t− t ′). (3.128)

Equation (3.127) is linear, so it has a formal solution for p(t):

p(t) = p(0)e−Gt/m +
t∫

0

z(t ′)eG(t ′−t)/mdt ′. (3.129)

The expectation value of the momentum shows just a ”forgetting” process of the
initial value, since the noise term z has zero mean:

〈 p 〉(t) = p(0)e−Gt/m. (3.130)

After a long time, t→∞, this approaches zero. The kinetic energy, however, will
have a contribution from the noise squared, and therefore does not vanish in the long
term. By using the solution (3.129) one obtains

Fig. 3.3 The solution of the original Langevin equation, designed for a classical Brownian par-
ticle: the equilibration of the fluctuating kinetic energy averaged over 1000 trajectories can be
followed.
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〈E 〉=
〈

p2

2m

〉
= E(0)e−2Gt/m +

1
2m

t∫
0

t∫
0

〈
z(t ′)z(t ′′)

〉
eG(t ′+t ′′−2t)/m dt ′ dt ′′.

(3.131)
Substituting now the noise correlator (3.128) one of the integrals can be carried out
by using the Dirac-delta factor. We arrive at

〈E 〉= E(0)e−2Gt/m +
D
m

t∫
0

e2G(t ′−t)/m dt ′. (3.132)

The last integral can be carried out analytically, resulting in

〈E 〉= E(0)e−2Gt/m +
D

2G

(
1− e−2Gt/m

)
. (3.133)

Finally, after a sufficiently long time, the energy of the particle in this one-dimensional
model approaches

lim
t→∞
〈E 〉= D

2G
. (3.134)

Comparing this with the equipartition condition, 〈E 〉 = kBT/2, one obtains a rela-
tion between the damping and diffusion coefficients:

D = kBT G. (3.135)

This is a special case of the fluctuation - dissipation theorem.

The Fokker-Planck equation (3.126) contains in this case the factors D and Gp/m
under the partial derivatives with respect to p, the factors D and G/m can be taken
to the front. We obtain

∂ f
∂ t

=
G
m

∂

∂ p
(p f )+D

∂ 2

∂ p2 f . (3.136)

The stationary distribution, fs, is restricted by the detailed balance condition

Gp
m

fs +D
∂

∂ p
fs = 0. (3.137)

This can easily be solved for the stationary momentum distribution:

fs(p) = C exp
(
− Gp2

2mD

)
. (3.138)

Considering this result as a distribution of the kinetic energy, E = p2/2m, one arrives
at

fs(p) = C exp
(
−GE(p)

D

)
. (3.139)
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This is a Boltzmann-Gibbs distribution with the Einstein-temperature, kBT = D/G.

3.4.3 Central Limit Theorem

There is a specific mathematical property supporting the applicability of statistical
physics: The probability distribution of an appropriately scaled sum (average) of
a large number of random variables fold to a Gaussian distribution. Moreover the
width of this ”limiting distribution” scales down with increasing number of indi-
vidual constituents. As a consequence, the most probable values and averages of
quantities summed up from contributions of a great number of individual compo-
nents (e.g. particles) do behave ”almost” deterministically, as they had a sharp value.
This property is expressed nicely in the central limit theorem[18, 19]. An enlight-
ening example of this statistical phenomenon is presented by the distribution of the
sum of random variables uniform on a finite interval.

Let xi be a random variable, distributed according to the distribution w(xi). We
are interested in the distribution of a scaled sum of N such, identically distributed
variables. This is described by the following N -fold integral:

PN (x) =
∫ N

∏
i=1

w(xi)dxi δ

(
x−aN

N

∑
k=1

xk

)
. (3.140)

Here we assume that the joint probability is a product of the individual probabilities:
This is the requirement of statistical independence. With this assumption the seeked
probability distribution is an N -fold convolution. Its Fourier transform,

P̃N (k) =
∫

dxeikxPN (x), (3.141)

then becomes a product of properly scaled Fourier transforms of the individual prob-
abilities:

P̃N (k) =
N

∏
i=1

w̃(aN k). (3.142)

From the Taylor expansion of ln P̃N (k) around k = 0 one obtains the central mo-
ments (correlations):

σ
(`) :=

1
i`

∂ `

∂k`
ln P̃N (k)

∣∣∣∣
k=0

. (3.143)

The ` = 0 central moment always vanishes since

ln P̃(0) = ln
∫

P(x)dx = ln1 = 0 (3.144)



68 3 How to interpret the temperature

due to the normalization of the integrated probability. The ` = 1 central moment is
the expectation value, 〈 x 〉, the ` = 2 moment is the quadratic width,

〈
x2
〉
−〈 x 〉2.

Higher central moments prove to be the pure correlations, not expressed by lower
order expectation values.

Now let us compare the central moments of the distributions PN (x) and w(xi).
The `-th derivative of the logarithms of the respective Fourier transforms with re-
spect to k differs in the scaling parameter, aN . This way one obtains

σ
(`)
N =

N

∑
i=1

σ
(`)
i a`

N = N σ
(`) a`

N . (3.145)

Here we denoted the central moment of the w(xi) distribution by σ
(`). Now we

would like to chose the scaling factor, aN , appropriately. Suppose that the first non-
vanishing central moment of the distribution of the individual random variables is
at `0. This can be `0 = 1, but in this case one considers the distribution of x−〈 x 〉
instead of that of x. In the practice therefore `0 = 2 (the width) is the first non-
vanishing central moment.

We face the situation when σ
(`)
i = 0 for all ` < `0 values and σ

(`)
i is finite for `≥

`0. The essence of the central limit theorem is that all the higher moments for ` > `0
can be scaled down to zero in the folded distribution by choosing aN ∝ N −1/`0 .
The resulted scaling, σ

(`)
N = N 1−`/`0σ

(`), in the N → ∞ limit leaves us with only
one nonzero central moment, the `0-th one.

The ` = 0 central moment is zero due to the normalization of the probability:
ln P̃(0) = ln1 = 0. The first moment (` = 1) can be made zero by a simple shift
in the variables xi. The second central moment is then the first nontrivial nonzero
value. The resulted distribution of the scaled sum has a second moment with all
higher moments vanishing, therefore ln P̃(k) is quadratic in k,

ln P̃(k) =−1
2

σ
(2) k2. (3.146)

This way P̃(k) – and with that P(x) – can only be a Gaussian:

P(x) =
1√

2πσ
(2)

e
− x2

2σ(2) . (3.147)

We note that the necessary scaling factor by considering the sum is aN ∝ 1/
√

N .

A nice, simple example is given for xi-s distributed evenly in the interval
(−1,+1). In this case – according to the central limit theorem – the distribution
of

x =
√

3√
N

N

∑
i=1

xi (3.148)
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approaches the normalized Gaussian. Due to the convolution the Fourier transform
is a product:

lim
N →∞

P̃N (k) = lim
N →∞

(
sin(k

√
3/N )

k
√

3/N

)N

. (3.149)

Here we made use of the fact that the Fourier transform of the uniform distribu-
tion on a finite interval is the function sin(k)/k. Using the Taylor-expansion of the
sin(k)/k function one has

sin(k
√

3/N )
k
√

3/N
= 1− 1

3!
3

N
k2 + . . . (3.150)

This leaves us with

lim
N →∞

P̃N (k) = lim
N →∞

(
1− 1

2N
k2
)N

= exp(−k2/2) (3.151)

upon using Euler’s famous formula for the exponential function. In the figure 3.4
the numerical distribution histograms are shown for several values of N . Already
the N = 3 case, glued together from three parabola segments, is irritatingly close
to the Gaussian at the first sight. This fact should warn us: In order to justify that
a distribution is Gaussian, a very large number of elements have to be drawn and
analyzed on a logarithmic plot.

A counterexample to ”the distribution of a sum were a Gaussian” is given by the
Cauchy – Lorentz distribution. It has the Fourier transform w̃i(k) = exp(−|k|). Now
there is a limiting distribution with an altered scaling for

x =
1

N

N

∑
i=1

xi. (3.152)

The limiting distribution itself is, however, Lorentzian, it is not the Gauss distribu-
tion:

lim
N →∞

P̃N (k) = lim
N →∞

(
e−|k|/N

)N
= exp(−|k|). (3.153)

The Cauchy-Lorentz distribution is a special example for the general class of self-
similar Lévy distributions[20].

Challenging the four laws

Finally we summarize again the four laws of classical thermodynamics, discussed
in this chapter. The zeroth law derives from the transitivity property of thermal equi-
librium the empirical temperature scale and its relation to the equation of state, to
the entropy – energy relation. It is challenged by situations where the energy con-
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Fig. 3.4 Histograms over the distribution of scaled sums of random variables uniformly distributed
in the interval (−1,+1). Inspected on a linear scale already a few terms suffice to simulate a
Gaussian distribution, which is the limiting distribution for infinitely many addenda.

tent cannot be treated additively, but still an equilibrium (or at least a long living
stationary state) occurs. In particular when the ”area/volume argument” supporting
the neglection of non-additive effects does not hold: in case of experiencing a frac-
tal surface or phase space filling pattern, for unscreened long range interaction and
quantum entanglement. We indicate this in the first row in the greybox below.

The first law recovers energy conservation. Historically it does it in a special
context discovering the energy contribution from internal motion as heat (this is the
kinetic theory of heat). By taking into account changes of entropy and the work of
all thermodynamical forces a differential balance equation has to be satisfied. This
is written in the second row.

The second law has several formulations. On the one hand it says that entropy is
a variable of state obtained by using an integrating factor 1/T to the heat. Therefore
its value is independent of the path along which the state has been reached. In a
closed system it cannot be decreased macroscopically and as a consequence heat
always flows from higher temperature bodies to lower temperature ones. The third
row in the table below indicates this.

Finally the third law sets the entropy at zero absolute temperature to be zero.
This is a postulate which had to be added to thermodynamics. In quantum systems
this property emerges naturally by the ground state of minimal energy being a pure
state: such states have zero Boltzmann entropy.
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This time we summarize the laws of thermodynamics in terms of comprehensive
formulas:

0. T1 = T2 = . . . = TN in equilibrium

1. T dS = dE + pdV −µdN + . . .

2. dS≥ 0 for closed systems

3. S = 0 at T = 0

Problems

3.1. Prove the two leading orders in the Stirling formula for lnN!.

3.2. Determine the occupation probabilities for three states having zero, one and two
quanta of the energy ε by excluding all other states. The average energy is fixed to
be ε̄ .

3.3. Determine the grand-canonical equilibrium distribution for a fractionally fermionic-
bosonic system: maximum the fraction qN can be in an indistinguishable state of K
states.

3.4. Prove the generalized Markov inequality (3.52).

3.5. What is the distribution of energy differences in an ideal Maxwell-Boltzmann
gas?

3.6. The Jensen inequality,
N

∏
i=1

api
i ≤

N

∑
i=1

piai

for all ai > 0, pi ∈ [0,1] and ∑i pi = 1 is the generalization of the traditional inequal-
ity between the geometric and arithmetic means. Prove this inequality. What does it
say for the information entropy?

3.7. Second Law and Life
By thermal equilibration between two subsystems the colder heats up and the
warmer body cools down until a common temperature is achieved. How is it possible
then, that on the Earth, while steadily gaining energy from the hotter Sun, entropy
is virtually reduced by the spontaneous evolution of highly improbable - as highly
correlated - structures, shortly named Life.





Chapter 4
Fluctuating temperature

Differences between ensembles in finite systems, near-equilibrium fluctuations of
thermodynamical quantities, correlated particle production and multiplicity distri-
butions.

Challenges of a special kind emerge for the use of classical thermodynamical
concepts, in particular the temperature, in ”small” systems. In terms of physics this
”smallness” can be expressed in several ways: The geometrical size versus the cor-
relation range, the system size versus the spatial extension of typical density fluctu-
ations may as well characterize this feature as the uncertainty of thermodynamical
intensives – most prominently the temperature. These challenges to the concept of
temperature arise in physical situations when the thermodynamical limit is not real-
ized to a satisfactory degree.

Typically such a case is given in the study of systems with a limited number of
degrees of freedom. In nuclear physics, measuring the number and energy of frag-
ments stemming from energetic collisions of atomic nuclei, the distribution of the
secondaries reveals information not only about the strong forces acting in the re-
action zone but also about the statistical fluctuations varying event by event. These
variations, even more pronounced in high energy particle producing experiments,
carry information about the ”statistical size” of the typical event. This being re-
stricted, the theoretical thermodynamical limit can be very far from reality in such
experiments. By considering extended volumina of fireballs emitting hadrons, it is
not easy to distinguish between this finite size microcanonical statistical effect on
the temperature fitted to spectra and between the local fluctuation of temperature
inside a single fireball[21, 22, 23].

It is furthermore customary to analyze a huge number of independent collision
events, in order to collect enough examples for making a good statistics. In such
”averaged” spectra some properties, like the average energy per particle or the mean
of the momentum squared, remind us to the most basic thermodynamical concepts.
An associated ”temperature” can be calculated on this basis; some examples we
have presented in the previous chapter. Another measure of the temperature can be
accessed by analyzing the typical size of fluctuations, e.g. by studying the distribu-
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tion of the number of produced particles in elementary collision events. The event
by event distribution around a mean multiplicity is characteristic to the statistics of
independently generated microstates of a few (sometimes several) particles. In such
analyzes, depending on what is counted for, sometimes independent, another time
correlated properties are investigated. The difference between the number distribu-
tion of independently produced charges and those which can only be made in pairs
is significant. The more significant the less particle is produced in a single collision
event. Effects related to this distinction are referred to as a distinction between the
canonical and the grand canonical approach to thermodynamics. In a special con-
text, considering light hadron production in heavy ion collisions, it was named to
canonical enhancement.

4.1 Microcanonical temperature distribution

The temperature derived from thermodynamical principles, as we have discussed it
in the previous chapter, and the Lagrange multiplier associated to fixing the total
energy are related in the canonical distribution as β = 1/kBT . In the microcanonical
ensemble there is no β parameter, the partition function depends on the total en-
ergy. Assuming possible states indexed by n with energy En the respective partition
functions are defined as

ZC(β ) = ∑
n

e−βEn ,

ZM(E) = ∑
n

δ (E−En). (4.1)

Here we used the Dirac delta notation for counting 1/∆E each time the energy of the
state equals to the value E within a fixed precision, ∆E. For calculating expectation
values and correlations such a constant factor in the partition function does not count
at the end.

There is a relation between the canonical and microcanonical approach, derived
from the Fourier representation

δ (E−En) =
+π∫
−π

dϕ

2π
eiϕ(E−En). (4.2)

The microcanonical partition function namely can be expressed as

ZM(E) = ∑
n

+π∫
−π

dϕ

2π
eiϕ(E−En), (4.3)
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and in the exponential factor one recognizes the formal continuation of the canonical
exponential to imaginary arguments, ZC(iϕ). Denoting iϕ by β we arrive at

ZM(E) =
1

2πi

+iπ∫
−iπ

dβ eβE ZC(β ). (4.4)

This is nothing else than the formula for the inverse Laplace transform. The opposite
transformation can be derived directly from equation (4.1):

ZC(β ) =
∞∫

0

dE e−βE ZM(E). (4.5)

The canonical probability of being in state n is given by

PnC =
1

ZC(β )
e−βEn , (4.6)

while the microcanonical probability is

PnM =
1

ZM(E)
δ (E−En). (4.7)

These two expressions are quite different functions of En, moreover one is parametrized
by β and the other by E. In the thermodynamical limit, however, expectation val-
ues are important only, since the typical width of these distributions is decreasing
with the size of the system. At least for weakly correlated systems we expect this
behavior.

Let us start with investigating the expectation value of the energy in the canonical
and microcanonical ensemble. In the canonical ensemble one gets

〈E 〉C = ∑
n

PnCEn =
1

ZC(β ) ∑
n

Ene−βEn =− ∂

∂β
lnZC(β ) (4.8)

for the expectation value of the energy and – using similar formal transformations –

δE2
C =

〈
E2 〉

C−〈E 〉
2
C =

∂ 2

∂β 2 lnZC(β ) (4.9)

for its second central moment, for the quadratic width. Whenever lnZC is an exten-
sive quantity, being proportional either to the particle number, N, or to the volume,
V , the relative measure of energy fluctuation,

δEC

〈E 〉C
=

√
∂ 2

∂β 2 lnZC(β )

− ∂

∂β
lnZC(β )

, (4.10)
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scales like 1/
√

N or 1/
√

V , respectively. In the N → ∞ (V → ∞) limit the width
tends to zero and the energy distribution PnC(En) is a Gaussian, determined by the
first two moments, 〈E 〉C and δEC, only.

In the microcanonical ensemble, on the other hand, the energy distribution is
sharp at any size; the expectation value is fixed,

〈E 〉M = ∑
n

EnPnM = E, (4.11)

and the width is zero, δEM = 0. The temperature is not directly defined. It can,
however, be introduced based on the inverse Laplace transformation formula (4.4),
formally. Based on the microcanonical probability factor, 1/ZM(E), S = kB lnZM(E)
is the entropic equation of state. From this the reciprocal of the thermodynamic
temperature is derived as being

1
T

=
∂S
∂E

= kB
∂

∂E
lnZM(E). (4.12)

The quantity, defined as β̄ = 1/kBT , is therefore given by

β̄ =
∂

∂E
lnZM(E) =

∫
w(β )β dβ∫
w(β )dβ

(4.13)

with the formal ”distribution” of complex β values1

w(β ) = KeβEZC(β ). (4.14)

Here K is a normalization constant fitted to achieve

∫
w(β )dβ = 1 =

+iπ∫
−iπ

dβ

2πi
eβE ZC(β )

ZM(E)
. (4.15)

Now w(β ) for a fixed energy E can be viewed as a ”distribution” of possible β -
values. In this view the thermodynamical inverse temperature is the ”expectation
value” of the integration variable β with the weight w(β ):

β̄ = 〈β 〉M =
∂

∂E
lnZM(E). (4.16)

Continuing this chain of thoughts, the squared width is given by

δβ
2
M =

∂ 2

∂E2 lnZM(E). (4.17)

1 One rather should talk about a complex weight factor under the integral. Just like the Wigner
function, it cannot be interpreted strictly as a probability.
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Again, for an extensive microcanonical system lnZM(E) scales with the size and
therefore the relative magnitude of the dispersion of the relevant β values around
the expectation value, β̄ , scales down like 1/

√
N.

Let us demonstrate this behavior on the example of the ideal Maxwell – Boltz-
mann gas. The canonical partition function is given as

ZC(β ) = V N
N

∏
j=1

∫ d3 p j

(2π)3 e
−β

N
∑

i=1
p2

i /2m
. (4.18)

Due to the factorizing property of the exponential of a sum, the above integral can
be carried out easily. It turns out to be the N-th power of the single Gauss integral:

ZC(β ) =
[
V
∫ d3 p

(2π)3 e−βp2/2m
]N

= V N
(

m
2πβ

)3N/2

(4.19)

This way lnZC ∝ N, the ideal gas is – as expected – extensive. The expectation
value of the energy is given by 〈E 〉C = 3N/2β = 3NkBT/2. The relative width of
the energy distribution – a good measure of characteristic energy fluctuations at a
fixed temperature – fulfills the inverse square root law:

δEC

〈E 〉C
=

√
2

3N
. (4.20)

In the microcanonical ensemble the energy is fixed and the partition function is a
constrained integral in the N-particle phase space:

ZM(E) = V N
N

∏
j=1

∫ d3 pi

(2π)3 δ

(
N

∑
i=1

p2
i /2m−E

)
. (4.21)

The 3N-dimensional integral with a single constraint is effectively a 3N − 1-
dimensional integral. In order to evaluate this we introduce the 3N-vector

P =
(

p1√
2m

,
p2√
2m

, . . . ,
pN√
2m

)
. (4.22)

Its squared length is given by

P2 = P2 =
N

∑
i=1

p2
i /2m. (4.23)

The microcanonical partition function hence becomes

ZM(E) = V N

(√
2m

2π

)3N

Ω3N−1

∞∫
0

δ (P2−E)P3N−1dP, (4.24)
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with Ω3N−1 being the 3N − 1 dimensional surface of the 3N-dimensional sphere
with unit radius (cf. problem 7.6). The last integral over P can be easily evaluated
considering the correct Jacobian,

δ (P2−E) =
1

2
√

E
δ (P−

√
E). (4.25)

The final result is

ZM(E) = V N

(√
2m

2π

)3N

Ω3N−1
1
2

E3N/2−1. (4.26)

Its logarithm is also proportional to N, so the microcanonical description of the ideal
gas converges to the canonical one in the thermodynamical limit. The expectation
value of the β variable is the thermodynamical temperature,

1
kBT

= 〈β 〉M =
(

3N
2
−1
)

1
E

. (4.27)

The relative width is given by

δβM

〈β 〉M
=

1√
3N
2 −1

. (4.28)

It can be seen that for N → ∞ the canonical and microcanonical descriptions lead
to equivalent results. However, for a finite number of particles this is not the case.
Assuming the same energy the canonical temperature is slightly smaller than the
microcanonical one (the inverse of the average β ):

TC =
(

1− 2
3N

)
TM. (4.29)

In the extreme case of N = 1 the difference is two third of the total value. The
mean value of the microcanonical temperature distribution for this case is plotted
against the particle number in figure 4.1. The error bars represent the width of the
microcanonical distribution.

4.2 Fluctuations in finite phase space

Another way to conceive the effect of finite size on thermodynamical properties is
to ask the question that how a subsystem of a large body behaves statistically. What
is the optimal subsystem to total system ratio for the possibly fastest maintenance
of thermal equilibrium?
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Fig. 4.1 The ration of microcanonical and canonical mean temperatures as a function of the parti-
cle number in MB-gas is plotted. The error bars are proportional to the width of the microcanonical
temperature distribution.

4.2.1 Maximal Probability State

For this purpose we consider a system of altogether N quanta distributed in K possi-
ble slots. We ask for the average values and eventually the probability distribution of
having n quanta in k slots under this condition. First we put limits on the character-
istic deviation form the average level occupancy, f = N/K. In the grand canonical
approach for fermions – as we have discussed it previously – the entropy maximum
principle requires that

Ω(N) = ln
(

K
N

)
−βω(N +1/2)+β µN = max. (4.30)

for N quanta of each having an energy ω , at the temperature T = 1/β and chemical
potential µ (we use h̄ = 1 and kB = 1 units). Regarding this maximization problem
with discrete values for N, the maximum at a given N is defined by the inequalities

Ω(N +1)≤Ω(N), and Ω(N−1)≤Ω(N). (4.31)

This condition gives limits for the maximally probable value of N as follows. Using
the abbreviation lnx = β (ω−µ) we consider

Ω(N +1)−Ω(N) = ln
K−N
N +1

− lnx≤ 0,

Ω(N)−Ω(N−1) = ln
K−N +1

N
− lnx≥ 0, (4.32)
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It is equivalent with the following restriction

K−N
N +1

≤ x≤ K−N +1
N

. (4.33)

Denoting the total occupancy ratio by f̄ = N/K, this restriction can be re-arranged
to

w− 1
K

(1−w)≤ f̄ ≤ w+
1
K

w (4.34)

with
w =

1
x+1

=
1

eβ (ω−µ) +1
. (4.35)

Possible deviations from the Fermi distribution, valid in the K→∞ limit, must be in
the order of or less than the occupancy divided by the number of all possible quanta.

4.2.2 Fermions in finite subvolume

We would like to estimate the probability of having n quanta in k slots while in the
total configuration there are N quanta in K slots. Considering independent filling,
this probability is proportional to the number of ways of this choice in the subsystem
and in the rest of the total body:

Pn =

(
k
n

)(
K− k
N−n

)
(

K
N

) . (4.36)

This expression is normalized to one by summing over all possible values of n be-
tween zero and k. Its generating function is proportional to the 2F1 hypergeometric
function.

We consider now this expression in the small subsystem limit, k� K and corre-
spondingly n�N. The second binomial factor is expanded using the approximation

(N−n)!≈ N!N−n, (4.37)

with the result

Pn ≈

(
k
n

)
(

K
N

) K!K−k

N!N−n(K−N)!(K−N)n−k . (4.38)

Here the binomial in the denominator cancels and we are left with
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Pn =
(

k
n

)(
K−N

K

)k ( N
K−N

)n

. (4.39)

Using from now on the notation f̄ = N/K for the average occupancy in the total
system we arrive at the (properly normalized) Bernoulli distribution

Pn =
(

k
n

)
f̄ n(1− f̄ )k−n. (4.40)

For inspecting expectation values and the characteristic width of this distribution it
is purposeful to compute the generating function

Z(γ) =
k

∑
n=0

Pn enγ =
(

f̄ eγ +1− f̄
)k

. (4.41)

The normalization can be checked by Z(0) = 1. The expectation value is given by

〈n 〉= ∂

∂γ
lnZ(γ)

∣∣∣∣
γ=0

= k f̄ , (4.42)

and the squared width

δn2 =
∂ 2

∂γ2 lnZ(γ)
∣∣∣∣
γ=0

= k f̄ (1− f̄ ). (4.43)

The relative magnitude of occupancy fluctuation is therefore

δn
〈n 〉

=
1√
k

√
1− f̄

f̄
=

1√
k

ex/2. (4.44)

Finally we note that the low average occupation limit of the Bernoulli distribution
is the Poisson distribution. Utilizing the approximation formula for (k− n)! in the
case of n� k one obtains (

k
n

)
≈ kn

n!
. (4.45)

Based on this the Bernoulli distribution (4.40) is approximated by

Pn ≈ (1− f̄ )k 1
n!

(
k f̄

1− f̄

)n

. (4.46)

Recognizing that f̄ /(1− f̄ ) = e−x the low-density small-subsystem probability dis-
tribution of n quanta is given by

Pn = Ck(x)
1
n!
(
ke−x)n

. (4.47)
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Here Ck(x) = exp(−ke−x) is the proper normalization factor.

4.2.3 Bosons in finite subvolume

The analysis for the ideal gas of bosons is analogous to the above. Now the proba-
bility of distributing quanta in slots after a division to two independent subsystems
with n and N−n quanta and k and K− k slots, respectively, is given by the formula

Pn =

(
k +n

n

)(
K− k +N−n

N−n

)
(

K +N +1
N

) . (4.48)

The small subsystem limit, n�N and k�K leads to the Bernoulli type distribution

Pn =
(

k +n
n

)
f̄ n(1+ f̄ )−n−k−1 (4.49)

with f̄ = N/K. The logarithmic generating function is given by

Z(γ) =
∞

∑
n=0

(
k +n

n

)
( f̄ eγ)n (1+ f̄ )−k−n−1 =

(
1+ f̄ − f̄ eγ

)−k−1
. (4.50)

The expectation value of quanta in k slots of the subsystem becomes

〈n 〉= (k +1) f̄ , (4.51)

and the squared width from the second derivative of lnZ(γ) is given by

δn2 = (k +1) f̄ (1+ f̄ ). (4.52)

The relative importance of occupation number fluctuations is suppressed by the sub-
system size as

δn
〈n 〉

=
1√

k +1
ex/2 (4.53)

with x = ln( f̄ /(1+ f̄ )) being the logarithm of the average particle to hole ratio.

It is interesting to note at this point that the independent distribution of bosonic
quanta among slots realizes a negative binomial distribution. The name stems from
the generalization of the Euler Gamma function (factorial), Γ (n) = (n+1)!, to neg-
ative integers. Relying on the basic property

Γ (z+1) = zΓ (z), (4.54)
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accepted to be valid even for complex arguments, at negative integer arguments, for
z =−r one obtains infinite values. The recursion

Γ (−r +1) = (−r)Γ (−r) = (−r)(−r−1)Γ (−r−1)
= (−r)(−r−1) . . .(−r− j)Γ (−r− j) (4.55)

namely never stops, contrary to the case of positive integer arguments. However,
after a finite number of recursive steps, say j, the following ratio is well defined:

Γ (−r +1)
Γ (−r− j)

= (−1) j+1r(r +1) . . .(r + j) = (−1) j+1 (r + j)!
(r−1)!

(4.56)

In the binomial coefficient one considers ratios of factorials, so it may have a finite
value when some of its arguments are negative integers. Let us use the notation
(−r)! = Γ (−r +1). We rewrite the above equation as

(−r)!
(−r− j−1)!

= (−1) j+1 (r + j)!
(r−1)!

. (4.57)

Dividing now both sides by ( j + 1)! one recognizes the formal definitions of the
binomial coefficients, on the left hand side with some negative integers:(

−r
j +1

)
= (−1) j+1

(
r + j
r−1

)
. (4.58)

Utilizing this result for j = n−1 and r = k +1 we arrive at(
−k−1

n

)
= (−1)n

(
n+ k

k

)
= (−1)n

(
n+ k

n

)
. (4.59)

This relation generalizes the binomial formula for negative powers:

∞

∑
n=0

(
−k−1

n

)
anb−k−1−n = (a+b)−k−1. (4.60)

The bosonic probability (4.49) can formally be written as a negative binomial dis-
tribution:

Pn =
(
−k−1

n

)
(− f̄ )n (1+ f̄ )−k−1−n (4.61)

Owing to the generalized binomial formula above (4.60), its normalization to 1 be-
came transparent.

It is interesting to note that the negative binomial distribution can be viewed as
a product of two Poisson distributions, integrated over the mean-value parameter
of these distributions. In this case f̄ denotes the ratio of the parameters of the two
respective Poisson distributions; one in n, the other in k. To prove this, one utilizes
the identity
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∞∫
0

xNe−axdx =
N!

aN+1 . (4.62)

This way we can write that

Pn =
(

k +n
n

)
f̄ n(1+ f̄ )−n−k−1 =

f̄ n

k!n!

∞∫
0

e−(1+ f̄ )x xk+n dx, (4.63)

where we have applied the above identity to N = k+n and a = 1+ f̄ . The integrand
in the above expression can be then factorized as follows:

Pn =
∞∫

0

(x f̄ )n

n!
e− f̄ x xk

k!
e−x dx. (4.64)

With the help of this integral representation it is especially straightforward to obtain
the inversion property of the negative binomial distribution2,

Pn(k; f̄ ) = f̄−1 Pk
(
n; f̄−1) . (4.65)

We note that while

Π(k;x) =
xk

k!
e−x (4.66)

is a Poisson distribution in the variable k (with mean value 〈k〉= x and with δk2 = x),
it is also an Euler Gamma distribution in the variable x (with mean value 〈x〉= k+1
and the same squared width δx2 = k +1).

4.2.4 Fluctuations in a subvolume

The δn2 ∼ 1/k dependence is quite general, it is not only for the low density limit
discussed so far. For a large number of states (particles with a given energy, or quanta
with given properties) the factorials can be approximated by Stirling’s formula. The
distribution (4.36) for fermionic quanta and (4.48) for bosonic ones incorporate fi-
nite phase space effects already for independent systems. Now we investigate the
dependence of the equilibrium density and its mean squared fluctuations in the ther-
modynamical limit: K → ∞ while the ratios f̄ = N/K and v = k/K are kept fixed.
The distributed variable is the occupation density in the subvolume, f = n/k and the
corresponding ratio in the rest of the system (”reservoir”) is given as

f̂ =
N−n
K− k

=
f̄ − v f
1− v

. (4.67)

2 One has to replace the integration variable x by y/ f̄ .
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Under such circumstances the binomial terms occurring in the expression (4.36)
will have the following limits:(

k
n

)
−→ k σ( f ),(

K− k
N−n

)
−→ (K− k)σ( f̂ ),(

K
N

)
−→ K σ( f̄ ). (4.68)

The entropy per state (using kB = 1 units) is hence given as

S = lim
K→∞

1
K

ln Pn(k;N,K) =
{

vσ( f )+(1− v)σ( f̂ )−σ( f̄ )
}

, (4.69)

with the Boltzmann-Fermi expression (cf. equation 3.27):

σ( f ) =− f ln f − (1− f ) ln(1− f ). (4.70)

The equilibrium value for f is determined by the stationarity of (4.69). One obtains

∂S
∂ f

= vσ
′( f )+(1− v)

d f̂
d f

σ
′( f̂ ) = 0, (4.71)

with
d f̂
d f

=− v
1− v

. (4.72)

upon using equation (4.67). The stationarity condition (4.71) this way becomes
equivalent to

σ
′( f ) = σ

′( f̂ ), (4.73)

which leads to f = f̂ . Utilizing again the definition (4.67) one concludes that in
equilibrium also f = f̄ ; all mean densities are equal. We note that this is just the
microcanonical result. Considering other ensembles this result would change if the
energy or charge associated to the subsystem and to the reservoir part differed.

The typical fluctuations near the equilibrium on the other hand are inversely pro-
portional to the second derivative of the entropy. While this feature, as a general
property of the thermodynamical equilibrium, will be discussed in the next sec-
tion, in the special case considered here one can rely on the independent occupancy
picture. For large K, and k with a fixed finite ratio v = k/K, the variance of the
subvolume occupation is related to the variance of the ratio f : δn2 = K2v2δ f 2. In
this limit lnPn(k;N,K) is expanded around the equilibrium value, n = 〈n 〉= kN/K,
up to second order terms, since for the variance all higher order terms vanish at
equilibrium. One obtains
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∂ 2S
∂ f 2 = v

δ

δ f

{
σ
′( f )−σ

′( f̂ )
}

= v
{

σ
′′( f )+

v
1− v

σ
′′( f̂ )

}
. (4.74)

Here
σ
′′( f ) =− 1

f (1− f )
. (4.75)

This quantity is negative, the entropy functional being concave once near to its max-
imum. It is the leading estimate for the squared fluctuations:

1
δ f 2 =− ∂ 2S

∂ f 2 . (4.76)

This relation together with the equilibrium condition f = f̂ = f̄ gives rise to

δ f 2∣∣
eq =

1− v
v

f̄ (1− f̄ ). (4.77)

For bosons all these steps can be repeated, but σ( f ) = − f ln f +(1 + f ) ln(1 + f )
(cf. equation 3.34) has to be used. The final result is

δ f 2∣∣
eq =

1− v
v

f̄ (1+ f̄ ). (4.78)

At the same time the squared fluctuations in the rest of the system, δ f̂ 2, can be
obtained by interchanging v and 1− v. This way the optimal relative size of the
subsystem is v = 1/2, at this value is the total equilibrium fluctuation minimal: The
expression

δ f 2 +δ f̂ 2∣∣
eq = f̄ (1± f̄ )

(
1− v

v
+

v
1− v

)
(4.79)

has its minimum in v at this value. Here the + (−) sign is valid for bosons (fermions).

4.3 Near-equilibrium fluctuations

If the deviations from the average values of thermodynamical quantities are rela-
tively small, then their distribution is well approximated by a Gaussian. Assuming
that S(Xi) is the entropic equation of state in terms of the variables Xi = E,V,N, . . .,
the maximum of

−βΦ = S(Xi)−∑
i

Y iXi (4.80)

determines the equilibrium. Here the Lagrange multipliers are given by

Y i =
∂S
∂Xi

. (4.81)
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Considering now near-equilibrium states the thermodynamical variables reach val-
ues Xi +∆Xi. The distribution of these off-equilibrium values is proportional to the
exponential of the altered entropic thermodynamical potential due to the Boltzman-
nian definition of entropy:

P(∆X) ∝ eS(X+∆X)−∑i Y i(Xi+∆Xi). (4.82)

We consider this at fixed intensives, Y i. The notation X stands for the multitude of
components, Xi. Expanding the exponential to second order terms in the fluctua-
tions, ∆Xi, one utilizes the Gaussian approximation for their distribution. Since the
entropy is maximal at equilibrium, its second derivative matrix must be negative
definite. Therefore one defines the positive definite metric tensor

gi j =− ∂ 2S
∂Xi ∂X j

. (4.83)

Using this notation and the relation (4.81) we obtain

P ∝ eS(X)−∑i Y iXi e−
1
2 ∑i j ∆Xigi j∆X j . (4.84)

Here the prefactor is independent of the fluctuations, so it can be absorbed into the
normalization of the probability. The normalized Gaussian distribution is given by

P =
1√

(2π)r g
e−

1
2 ∑i j ∆Xigi j∆X j , (4.85)

with r variables and g = detgi j being the determinant of the matrix defined in (4.83).
The inverse of the matrix (existent for g 6= 0) we denote by gi j. Due to elementary
properties of the multi-Gaussian distribution (4.85), the correlated expectation val-
ues of the near-equilibrium fluctuations of the thermodynamical extensive quantities
are given by this inverse metric matrix〈

∆Xi ∆X j
〉

= gi j. (4.86)

In the above derivation we assumed that the intensive quantities, Y j, do not fluc-
tuate. Keeping their value fixed we dealt with a maximally grand-grand-canonical
approach. In the other extreme one considers the fluctuations of the intensives, ∆Y j,
keeping the extensive variables, Xi fixed. In this microcanonical situation the vari-
ables X and Y change place and one arrives at〈

∆Y i
∆Y j 〉= gi j. (4.87)

The fluctuations of the intensive thermodynamical variables, like 1/T, p/T,−µ/T, . . .
can therefore be estimated by considering the minus of the second derivative ma-
trix of the microcanonical equation of state S(E,V,N, . . .). In this case the Xi-s are
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fixed and the corresponding Y j-s fluctuate with a nearly Gaussian distribution in the
statistical ensemble.

Let us consider some simple examples. Disregarding cross-correlations with
other variables, the fluctuation of the temperature in the microcanonical ensemble
(at fixed energy) is given by

〈
∆T 2 〉=−T 4 ∂ 2S

∂E2 , (4.88)

while the relation
1
T

=
∂S
∂E

(4.89)

holds. Regarding the following volume-homogeneous class of possible microcanon-
ical equation of states,

S(E,V ) = V s(E/V ), (4.90)

one obtains
1
T

= s′(E/V ) (4.91)

and
∂ 2S
∂E2 =

1
V

s′′(E/V ). (4.92)

This gives rise to the following Gaussian estimate for the temperature fluctuation

〈
∆T 2 〉=−T 4

V
s′′(E/V ). (4.93)

For the well-known black body radiation, s(ε) = aε3/4. The first derivative becomes

s′ =
3
4

aε
−1/4 =

3s
4ε

=
1
T

, (4.94)

while the second derivative is given by

s′′ =− 3
16

aε
−5/4 =− 3s

16ε2 =− 1
4T ε

. (4.95)

The characteristic magnitude of Gaussian temperature fluctuations near to the ther-
mal equilibrium state is estimated as being

〈
∆T 2 〉=

T 4

V
1

4T ε
=

T 3

4E
. (4.96)

The inverse square root scaling of
√
〈∆T 2 〉 with the total energy involved in the

radiation can be observed clearly.
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4.4 Superstatistics

Based on the above experience the idea of considering a general distribution of the
temperature or its inverse, β = 1/kBT , occurs. In situations when the microcanonical
equilibrium description is insufficient, either due to dealing with non-equilibrium
systems or systems of too small size, or – as it will be discussed in chapter 5 –
with long range correlations destroying the simple picture of Gaussian distributed
deviations from the thermal equilibrium value, this more general view may come to
help.

In particular in several statistical phenomena instead of the Gaussian or expo-
nential form a power-law tailed distribution emerges. An energy distribution of this
special form,

f (E) = (1+aE)−v , (4.97)

with parameters a and v, can be formally regarded as an integral over canonical
Gibbs-Boltzmann distributions. In fact an Euler Gamma distribution of the inverse
temperature,

w(β ) =
cn

Γ (n)
β

n−1 e−cβ , (4.98)

leads to
∞∫

0

w(β )e−βEdβ =
(

1+
E
c

)−n

. (4.99)

Here the identification a = 1/c and v = n delivers the seeked power-law form. The
parameters a and v or c and n respectively, can be associated to the properties of the
distribution of β . Based on equation (4.98) the mean value is given by

〈β 〉= n
c

= av. (4.100)

One also may inspect the mean value of the temperature,

T =
〈

β
−1 〉=

c
n−1

=
1

a(v−1)
, (4.101)

in kB = 1 units.

Now the question arises what is behind the Euler Gamma distribution of the
(inverse) temperature, why is it special. The answer is that it is ”simple” in the same
sense than the Gaussian distribution: it can be obtained as a limiting distribution
under some basic assumptions. Most remarkably it is the distribution of the sum of
the squares of identically distributed Gaussian variables. The particular use of this
mathematical fact in statistical physics of power-law tailed distributions was pointed
out by Christian Beck and Ezekiel Cohen originally[24].

The name superstatistics was coined to reflect that the statistics of the β pa-
rameter is superimposed on the ordinary canonical statistical distribution of energy.
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Fig. 4.2 Euler Gamma distributions for different width parameter. All curves are scaled as f (t) =
cw(t/c) at n = 1/c in order to have the maximum at t = 1.

Superstatistics describes complex systems, characteristically far from equilibrium
in dynamical changes of the thermodynamical intensive variables on a large spatio-
temporal scale. This ”second” averaging over possible Lagrange multipliers gives
rise to effective canonical factors and due to this to altered formulas of thermody-
namics. This way it is equivalent to considering non-additive composition laws for
the corresponding thermodynamical extensives. In the case of energy and tempera-
ture one defines the correspondence by requiring

∞∫
0

e−βE w(β )dβ = e−〈β 〉La(E). (4.102)

The emergence of the Euler Gamma distribution can be conjectured in several
ways. In the framework of superstatistics the following argumentation has been
used: By its very construction only non-negative values of β carry a physical mean-
ing, so one looks for a procedure to obtain a distribution which reflects this property.
Considering mesoscopic random variables, β can be interpreted as a sum related to
random quantities in a way always being positive or zero. The simplest construction
with these properties is the sum of the squares of 2n identically distributed Gaussian
random variables. The distribution of this quantity is given by

P(β ) =
∫ ( 2n

∏
j=1

dx jw(x j)

)
δ

(
β − 1

2

2n

∑
i=1

x2
i

)
, (4.103)

with

w(x) =
√

c
2π

e−cx2/2 (4.104)



4.4 Superstatistics 91

This 2n-fold integral can easily be evaluated after introducing the Fourier repre-
sentation of the Dirac-delta condition, this way all integrals over the individual x j
variables factorize:

P(β ) =
∞∫
−∞

dk
2π

eikβ

 ∞∫
−∞

dx
√

c
2π

e−cx2/2e−i kx2
2

2n

(4.105)

The Gauss integrals are straightforward to evaluate, resulting

P(β ) =
∞∫
−∞

dk
2π

eikβ (1+ ik/c)−n . (4.106)

This final integration features an n-fold pole on the positive imaginary axis at k = ic.
The integration along the real k axis leads to the Euler Gamma distribution,

P(β ) =
cn

Γ (n)
β

n−1 e−cβ (4.107)

for β ≥ 0 and zero otherwise.
This distribution can be generalized to any real parameter n, not only the integer

ones. In the original argumentation 2n is an integer, so n itself can be a half-integer
value. In fact many power-law tailed distributions, found in Nature, show a power
close to a half-integer. We note that the n→ ∞ limit of the Euler Gamma distribu-
tion is extremely narrow – and its integral is still normalized to one. This way the
”conventional” canonical statistics is re-established in this limit.

The idea of superstatistics and its use is subject to contemporary development[25].
There is a superstatistical generalization of the fluctuation - dissipation relation, a
generalization of the proper thermodynamical potential used as a variational prin-
ciple and a generalization of the definition of the entropy. Besides the power-law
tails, also stretched exponentials are applied quite often for the description of var-
ious phenomena. Microcanonical treatment with a non-Gaussian temperature fluc-
tuation, fractional reaction equations occurring in physical chemistry, the supersta-
tistical version of random matrix theory – just to mention a few. Superstatistical
network analysis, path integrals and time series analyses are contemporary topics of
research.

But also practical applications do not come short: turbulent flow in fluids and
in the atmosphere, elementary particle statistics in cosmic ray and accelerator ex-
periments all can be described by such distributions more accurately than with the
”old fashioned” Gaussian. One of the most vivid area of applications is in finan-
cial models, and in statistics over everyday life phenomena, like traffic delays or
heart signals. In fact some cases of chaotic dynamics, the so called weak chaos, also
shows non-Gaussian tailed distributions of energy.

Finally it has to be noted that also T may be Euler Gamma distributed if it is
derived as a sum of squares of a finite number of Gaussian random variables. Or the
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logarithm as well may be Gauss-distributed resulting in a ”log-normal” distribution
of the (inverse) temperature. In fact this is a major concern that the superstatisti-
cal distribution, P(β ), can be a priori anything. Following principles, like the least
bias with some constraints given, one may select out some particular classes of
such distributions. We expect that once the proper maximum entropy principle[26]
is formulated with generalized entropy formula and generalized constraints, the su-
perstatistical distribution follows.

4.5 Canonical enhancement

It is often so, in particular in relativistic heavy ion collisions observing thousands
of newly produced particles in an event, that only statistical information is available
for tracing back characteristica of an earlier stage of interacting matter. Aiming at
a possible discovery it is especially important to be aware of an unavoidable loss
of information due to the very nature of statistics. Selecting out relevant control
parameters, on the other hand, even statistical information can be used to make
qualitative distinctions with respect to the kind of matter existed for a while in such
experiments, in particular drawing conclusions about a possible equation of state.

A truly interesting control parameter is the size of the reacting system, which is
often regarded as infinite in theory (as the so called thermodynamical limit). In real-
ity it is, however, finite and only to a certain degree controllable in experiments, e.g.
by varying the target nucleus and triggering measurements by centrality (produced
multiplicity, transverse energy) of a collision. But even surmising an infinite volume
a further distinction can be done according to the mean particle number in an event.

Two opposite limits are worthwhile to be considered: i) the case of frequent
events producing many particles on the mean, approximately described by the Gaus-
sian distribution, and ii) rare events with very few (on the mean less than one) par-
ticles, covered by the Poisson distribution. A characteristic finite size effect in rela-
tivistic heavy ion collisions, named canonical enhancement, can also be understood
as originating in the difference between rare and frequent events, between sparse
and copious particle production. Mathematically this reveals itself in the difference
between a large and a small mean particle number. The large number case gives
results equivalent to those stemming from a Gaussian distribution.

The Gaussian approximation is the basis of the equivalence of the canonical
and grand canonical approaches in the thermodynamical limit. On the other hand
the Poisson statistics with a small mean number markedly characterizes the ”small
world” effects. The ratio of the canonical and grand canonical result in small sys-
tems is less than one, the same result can be obtained simply relying on the Poisson
distribution alone.
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The importance of this finite size effect for relativistic heavy ion collisions,
in particular its explanation power for finding more produced strange mesons per
colliding participant particles in ion - ion than in proton - proton collisions (the
so called strangeness enhancement), was first realized by Redlich et. al.[27, 28].
Originally presented as a constraint stemming from the proper statistical treat-
ment of a U(1) symmetry in the canonical approach (whence the name canonical
enhancement)[29], and referring to volume and temperature during the derivation
of the result, soon was it re-derived on the basis of rate equations[30], and has been
shown that there can be an underlying master equation with the Poisson distribu-
tion as stationary solution. Rafelski and Letessier emphasized that this phenomenon
is strongly related to pair statistics (to associated production of conserved charge
and anticharge) and it holds also out of chemical equilibrium with general fugacity
factors[31]. Also a debate has been conducted about the relevance of this effect on
the strangeness enhancement in heavy ion collisions, especially at CERN SPS using
40, 60 and 160 GeV/nucleon beam energies.

Here we derive the canonical enhancement factor relying on the Poisson distribu-
tion. We do not directly refer either to temperature nor to volume in this derivation,
– even if also thermal systems in a given volume may show Poisson statistics, this is
not their only possible origin. Then we apply this finite number suppression factor
to an analysis of particle production in the framework of the sudden quark coales-
cence picture of hadron formation[32]. We recover qualitatively the linear coales-
cence formula for the low particle number case, by the virtue of which the number
of composite objects (mesons and baryons) are proportional to the product of the
numbers of its constituents (the quarks and antiquarks).

From the probability P(n) of getting n particles of a certain kind the expectation
value 〈n〉 and higher moments like quadratic spread can easily be obtained by the
use of the generating function:

Z(γ) = ∑
n

P(n) eγn. (4.108)

The mean number becomes

〈n 〉= ∂

∂γ
lnZ
∣∣∣∣
γ=0

. (4.109)

Under certain circumstances we are particularly interested in pairs of particles car-
rying a sum or a difference of a given physical quantity (like electric or baryonic
charge, or strangeness number). On the basis of independent one-particle distribu-
tions the pair statistics and the distribution of the sum can be calculated. Without
any constraint on the difference, the distribution of the sum is described by the con-
volution of the corresponding distributions:

PU (s) = ∑
n,m

P1(n)P2(m)δm+n,s = ∑
n

P1(n)P2(s−n). (4.110)
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Here PU (s) denotes the unconstrained distribution of the sum s. This is the relevant
quantity, whenever there is no information on the difference. On the other hand the
production of given charged particles and antiparticles happens always in pairs due
to charge conservation. This process is called associated production. As a conse-
quence, even if the production process is statistical, the difference in their number
is bound to be zero. In this case we obtain the following constrained distribution of
the sum:

PC(s|0) =
1
P0

∑
m,n

P1(n)P2(m)δm+n,sδm−n,0 =
P1(s/2)P2(s/2)
∑n P1(n)P2(n)

. (4.111)

This is a conditional probability with the factor P0 being the probability of getting
zero difference in the number statistically, which ensures the normalization of the
result to one. Fig.1 shows a geometrical interpretation of the distinction between
these two pair statistics: the unconstrained distribution can be obtained by adding
all points in (n,m) space over a given bin of the diagonal representing a given sum
s = n+m, while in case of the fixed zero difference only hits in the diagonal stripe
count. The ratio of the stripe to the total area reflects the 1/P0 normalization factor.
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Fig. 4.3 The constrained (main diagonal stripe) and unconstrained (the whole square) distribution
of the sum of two Poisson deviates with the mean value 10.

Applying this idea to restless coalescence of quarks into hadrons, we still con-
strain the difference to zero, but this time due to a confinement principle. The num-
ber of coalesced hadrons is the half sum in this case. Caring for pions only in a
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Fig. 4.4 The canonical suppression factor as a ratio of Bessel functions.

simplified world of light quarks and antiquarks, we arrive at having n from both,
with zero difference and a sum of 2n forming exactly n pions. The generating func-
tion of the constrained distribution PC(s|0) in this case reads as

ZC(γ) =
1
P0

∑
n

Pq(n)Pq(n) eγn. (4.112)

Assuming Poisson distribution both for the quarks and antiquarks this generating
function becomes

ZC(γ) =
1
P0

∑
n

〈q〉n

n!
e−〈q〉

〈q̄〉n

n!
e−〈q̄〉eγn =

1
P0

e−〈q〉−〈q̄〉 I0(2eγ
√
〈q〉〈q̄〉). (4.113)

with I0(x) being the Bessel function of the first kind with imaginary argument. The
normalization factor 1/P0 can be obtained from Z(0) = 1, giving

ZC(γ) =
I0(2eγ

√
〈q〉〈q̄〉)

I0(2
√
〈q〉〈q̄〉)

. (4.114)

The expectation value of the pions can be derived by computing the logarithmic
derivative. We obtain

〈π 〉P =
1
2
〈s〉=

√
〈q〉〈q̄〉

I1(2
√
〈q〉〈q̄〉)

I0(2
√
〈q〉〈q̄〉)

, (4.115)

with the label P reminding us to the Poisson distribution. For small mean number of
quarks this leads to the product assumption of the simple linear coalescence model:
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〈π 〉P ≈ 〈q〉〈q̄〉, (4.116)

due to I1(x)/I0(x) ≈ x/2 for small argument. For large mean numbers on the other
hand the ratio of the Bessel functions, I1/I0 approaches one. For finite mean quark
numbers this ratio remains less than one; this is the canonical suppression factor
(cf. figure 4.4).

As opposed to the above analysis of the Poisson distribution, for the Gaussian
distribution both the unconstrained and the zero difference constrained pair statis-
tics leads again to a Gaussian distribution (but with a larger width). Assuming so
distributed quark and antiquark numbers with respective square widths equal to the
mean values, as it is typical for near-equilibrium ideal gases, the expectation value
of the half sum, the pion number becomes the harmonic mean of the expectations
(because by convolution of Gaussian distributions the inverse square widths are ad-
ditive):

〈π 〉G =
2〈q 〉〈 q̄ 〉
〈q 〉+ 〈 q̄ 〉

. (4.117)

In case of zero baryon charge 〈q 〉= 〈 q̄ 〉 and these formulas reduce to a very simple
result:

〈π 〉G = 〈q 〉 ; 〈π 〉P = 〈q 〉 I1(2〈q 〉)
I0(2〈q 〉)

. (4.118)

As a consequence one can express the canonical enhancement factor in this case as
the ratio of Poissonian and Gaussian expectation values:

〈π 〉P
〈π 〉G

=
I1(2〈q 〉)
I0(2〈q 〉)

. (4.119)

It is particularly interesting when we compare rare particles, for example K+

mesons coalesced from Poisson distributed u and s̄ quarks with copiously produced
π+ pions glued from u and d̄ quarks. The expected meson numbers,

〈
K+ 〉

P =
√

us̄
I1(2
√

us̄)
I0(2
√

us̄)
, (4.120)

for kaons and 〈
π

+ 〉
G =

2ud̄
u+ d̄

(4.121)

for pions (with u, s̄ and d̄ denoting here the expectation values of the respective
quark numbers) for a baryon free and strangeness free, and isotropically symmetric
fireball due to d̄ = d = ū = u and s̄ = s = f d̄ with a fixed strangeness ratio f = d̄/s̄
reduce to 〈

K+ 〉
P = u

√
f

I1(2u
√

f )
I0(2u

√
f )

(4.122)

and
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π

+ 〉
G = u. (4.123)

In this simplified scenario the kaon to pion ratio can be expressed as a function of
the pion number and so can be compared with experimental results. Of course the
result can only be qualitative on this level, since by using the above assumptions for
the quark and antiquark numbers, one is bound to predict the same ratio for K+/π+

and for K−/π−. It is not quite fulfilled in experiments: comparing the heavy ion
results with those of proton - proton collisions, these ratios increase by a factor of
roughly 2 and 1.6 respectively.

The result of this simple idea can be inspected in Fig.2, where the normalized
ratio 〈K+ 〉P /(〈π+ 〉G

√
f is plotted versus the scaled pion number, 2〈π+ 〉G

√
f .

This is exactly the canonical suppression factor. Using the value f ≈ 0.5 for esti-
mating the Wroblinski factor, f , one concludes that the kaon / pion ratio falls to its
half at an expected pion number of about 0.5 as compared to large pion numbers.
This value corresponds to a situation before resonance decays, so it is not directly
observable in experiments, but correcting for resonance decays is always possible
in the framework of a theoretical model.
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Fig. 4.5 Canonical suppression factor obtained from the expectation value of the sum of two
(numerically simulated) Poisson distributions. It coincides with the analytically derived ratio of
two Bessel functions I1/I0.

Assuming that both pions and kaons are constructed from Poisson distributed
quarks, their ratio changes between two limiting values corresponding to few and
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many quarks respectively:

〈K 〉P
〈π 〉P

=
√

f
I1(2u

√
f )

I0(2u
√

f )
I0(2u)
I1(2u)

, (4.124)

gives f for u� 1 and
√

f for u� 1. Considering the light quark (pion) number
before resonance decay the former case is realized in pp collisions (according to
ALCOR[32] 〈π 〉 ∼ 0.1) and the latter case in PbPb collisions (〈π 〉 ∼ 10, before
resonance decay). The double ratio,

(K/π)PbPb

(K/π)pp
≈ 1√

f
(4.125)

would be about 1.4, which is to be compared with the experimental values 1.6 for
negative and 2 for positive kaon to pion ratios. The transition is around 〈π 〉 ≈
0.7 . . .1.4, probably occurring in a collision of relatively light ions.

Problems

4.1. Prove the rule for the Pascal triangle,(
k
n

)
=
(

k−1
n

)
+
(

k−1
n−1

)
.

4.2. What is the Pascal triangle-like recursion rule for the probabilities in the
Bernoulli distribution?

4.3. What is the Pascal triangle-like recursion rule for the probabilities in the hyper-
geometric distribution?

4.4. What is the triangle recursion rule for the probabilities in the bosonic Bernoulli
distribution?

4.5. Derive the generating function Z(γ) for the bosonic occupation probability,
given in equation (4.50).

4.6. Determine the double generating function,

ZP(γ,α, f ) =
∞

∑
n=0

∞

∑
k=0

Pn(k; f )eγn eαk

for the negative binomial distribution Pn(k; f ). It plays the role of the partition func-
tion in the pressure ensemble.

4.7. Find a transformation formula between the fermionic and bosonic type Bernoulli
distributions.
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4.8. Estimate the magnitude of energy fluctuations near to thermal equilibrium for
the non-extensively modified black body radiation, described by the equation of
state

S(E,V ) =
4
3

σ
1/4V

(
L(E)

V

)3/4

.

Assuming L(E) = 1
a ln(1 +aE) with a small parameter a > 0, how do these fluctu-

ations behave with a?





Chapter 5
Complications with the temperature

The spectral temperature in case of multiplicative noise, generalized fluctuation –
dissipation relation. Stochastic volatility models. The thermodynamics of abstract
composition rules and alternative entropy formulas.

In this chapter we deal with some challenges of a special art: the challenges
emerging from the complexity of the physical system under study. This includes a
variety of phenomena. First we review mesoscopic approaches to thermal phenom-
ena, where the temperature may be interpreted characterizing the property of noise.
Here we go beyond the additive white noise, already considered in the classical
Langevin equation: Some other possibilities will be presented. Most prominently
the multiplicative noise and in general the effect of stochastic factors in the dynam-
ical evolution equation on the stationary distribution of possible momentum values
are investigated. This case is equivalent to considering a ”colored” noise, when the
correlation width of the random terms depend on the state of the mesoscopic vari-
able, say on the momentum of a ”pointer” particle. Based on the lessons of this
study we formulate a generalization of the fluctuation – dissipation theorem for par-
ticular colored noises, we call ergodic noise, where the momentum dependence is
restricted to a dependence via the total energy.

Following these presentations we make a trip to the field of financial models,
in order to demonstrate how coupled stochastic equations in a given approximation
describe the presence of ergodic colored noise. In such cases the effective station-
ary distribution is again non-Gaussian, simulating an energy-dependent (”sliding”)
spectral temperature. Such phenomena are a common cause for the so called ”fat
tail” distributions.

Then anomalous behaviour in the diffusion problem will be addressed in order to
learn about the leading order deformation of results known from classical studies.
As an example we show the correspondence between non-Gaussian (non-Gibbsean)
momentum (energy) distributions and the negative binomial multiplicity distribution
seen in high energy particle physics experiments.

101
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Finally we present a formal approach to generalize thermodynamics: the treat-
ment of abstract composition rules and the thermal equilibrium properties following
from them.

5.1 Colored and multiplicative noise

A description of the Brownian motion based on dynamics is given by the classi-
cal Langevin equation (cf. chapter 3). A balance between damping and accelerating
forces leads to a stationary state, with vivid microscopical dynamics, but macro-
scopically (on the average over many particle paths) it presents a thermodynamical
equilibrium state. General statements about this balance are comprised in the fluc-
tuation – dissipation theorem.

Let us consider first a simple, one degree of freedom motion. The change of
momentum p in time is given by a force depending on this momentum and on a
noise variable z:

ṗ = F(p,z). (5.1)

Such descriptions are called ”mesoscopic”, since the dynamics of a selected ”pointer”
particle is followed, but the effect of further particles is not calculated microscop-
ically: rather it is pressed into using the notion of noise, into an assumed random
distribution of the variable z. The dependence of the evolution of the pointer vari-
able, p, on itself and on the noise not always can be disentangled. If the noise, z, can
be singled out as a lonely source term, i.e. when the above equation can be casted
into a form

H(ṗ, p) = z, (5.2)

then we call this an additive noise. If the noise occurs as a factor to p-dependent
terms, one uses the term multiplicative noise. Finally if the noise (or its combination
with a deterministic effect) has a correlation depending on p we talk about a colored
noise

ṗ+Γ (p) = z(p). (5.3)

The method of Ornstein and Uhlenbeck, presented in chapter 3, can be used also in
the general case to predict the distribution of p values from parallel evolutions, upon
knowing the probabilistic properties of the noise variable, z. This f (p, t) distribution
is governed by the general Fokker-Planck equation (3.126).

5.1.1 Stochastic damping coefficient

In what follows we demonstrate that the well-known linear Langevin equation, mod-
eling the Brownian motion and leading to a Gaussian stationary distribution of the
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corresponding Fokker-Planck equation, is altered by the multiplicative noise. This
effect leads to a power-law tail in the stationary distribution of particle momenta. At
a finite ratio of the correlation strength for the multiplicative and additive noise the
stationary energy distribution becomes a cut power-law distribution[33].

Power-law tails are present in numerous distributions studied in physics or else-
where when dealing with complex systems. These are often contrasted to the tra-
ditional statistical system, showing the Gibbs distribution (exp(−E/T )) in energy,
which is Gaussian in the momenta of free, non-relativistic particles (exp(−p2/2mT )).
The latter is considered as the generic case for thermal equilibrium of non-correlated
or short-range correlated systems. This concept has been carried far beyond of its
original field describing monoatomic ideal gas (the Maxwell-Boltzmann statistics),
by applying the Gibbs distribution in thermal equilibrium to areas such as particle
physics and field theory.

A very simple and elegant, microdynamical explanation for the Maxwell-Boltz-
mann statistics is offered by the Langevin equation, describing a free particle mov-
ing under the influence of a deterministic damping force and a stochastic drive. It
seems that in many statistical considerations of complex physical models from that
on it is tacitly assumed that the presence of this additive noise is a dominant ef-
fect: the equilibrium distribution follows Gibbs’ formula (the Gaussian distribution
in momentum for a free, massive particle). Since the harmonic oscillator is just the
extension of this free motion Langevin equation into the phase space, also for free
quantum systems the above picture is generally accepted.

Now we treat the damping constant in the Langevin equation also stochastically
(considering this way both multiplicative and additive noise). Our goal is to derive a
generic stationary distribution for the Langevin-type equation with both additive and
multiplicative noise. Conform to the original assumptions both noise terms are white
(Dirac delta correlated in time), but in general they may show cross-correlations.
Our starting point is the linear equation:

ṗ+ γ p = ξ , (5.4)

where now both ξ and γ are stochastic variables. They both may have a non-zero
mean value,

〈ξ (t) 〉= F, 〈 γ(t) 〉= G, (5.5)

and are subject to extremely short term correlations:〈
ξ (t)ξ (t ′)

〉
−〈ξ (t) 〉

〈
ξ (t ′)

〉
= 2D δ (t− t ′),〈

γ(t)γ(t ′)
〉
−〈 γ(t) 〉

〈
γ(t ′)

〉
= 2C δ (t− t ′),〈

γ(t)ξ (t ′)
〉
−〈 γ(t) 〉

〈
ξ (t ′)

〉
= 2B δ (t− t ′),〈

ξ (t)γ(t ′)
〉
−〈ξ (t) 〉

〈
γ(t ′)

〉
= 2B δ (t− t ′), (5.6)
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This problem, contained in the equations (5.4,5.5 and 5.6), can be solved analyti-
cally. We determine the time dependence of the distribution of p values, denoted by
f (p, t) using the Fokker-Planck equation. In this notation f (p0, t)d p is the probabil-
ity that after time t the variable p has the value in the range [p0, p0 +d p]. We rewrite
equation (5.4) as a finite difference equation

p(t +dt) = p(t) +
t+dt∫
t

dt ′
(
ξ (t ′)− γ(t ′) p(t ′)

)
, (5.7)

Assuming that p(t) is a smooth enough function, we replace p(t ′) either by p(t)
or by p(t + dt), or any value in between. We fix ourselves to the Ito prescription,
which uses p(t) under the integral in the dt→ 0 limit. In order to simplify notation
we write the integral term as dt 〈 x 〉, with x denoting the general integrand.

Now we are ready to follow the steps of the general derivation of the Fokker-
Planck equation by Wang and Uhlenbeck. We start with

f (p, t +dt) =
∫

dξ dγ P(ξ ,γ) f (p−dt 〈ξ 〉+ pdt 〈 γ 〉). (5.8)

According to the method of Wang and Uhlenbeck we take a trial function R(p) that
is smooth enough and compute its average over the noise, as a function of time,

〈R(t) 〉=
∫

d pR(p) f (p, t). (5.9)

Applying this form to equation (5.8) we obtain∫
d pR(p) f (p, t +dt) =∫

dξ dγ P(ξ ,γ)
∫

d pR(p+dt 〈ξ 〉− p dt 〈 γ 〉) f (p, t). (5.10)

By Taylor expanding R(p) and integrating over the noise distribution we get

〈R(p+dt 〈ξ 〉− p dt 〈 γ 〉) 〉=

〈
R(p)+dt R′(p)K1(p)+dt R′′(p)K2(p)+O(dt2)

〉
(5.11)

with
K1 = F−Gp, K2 = D−2Bp+Cp2 (5.12)

in the present case. This is equivalent to the following Fokker-Planck equation

∂ f
∂ t

=−∂ (K1 f )
∂ p

+
∂ 2(K2 f )

∂ p2 . (5.13)

The stationary, detailed balance solution satisfies
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d
d p

(K2 f0) = K1 f0, (5.14)

which is analytically solvable for the stationary distribution.

We arrive at

f0(p) = f (0)
K2(0)
K2(p)

exp(L(p) ) (5.15)

with f (0) being an integration constant and

L(p) =
∫ p

0
dq

K1(q)
K2(q)

. (5.16)

In the case of two noises correlated the way given in equation (5.6) we obtain the
following logarithm of the stationary distribution (see problem 5.1):

ln
f0(p)
f (0)

=−
(

1+
G
2C

)
ln

K2(p)
D
− α

ϑ
atn
(

ϑ p
D−Bp

)
, (5.17)

with
ϑ =

√
CD−B2 and α = G

B
C
−F. (5.18)

Here ’atn’ denotes the inverse of the tangent function, not always taking the first
principle value, but rather continuing at p > D/B smoothly.

Considering physical applications the noise correlation amplitudes, D, C and B
build a positive semidefinite matrix. This ensures that C and D are non-negative
values, and the determinant ϑ is real and also non-negative. The same applies for
the function K2(p) occurring under the logarithm. In this context zero values for
any of the correlation amplitudes are limiting cases, and in fact the stability of the
stationary solution (5.17) against choosing a small positive value in principle has to
be investigated.

Let us analyze some different limiting cases. First we consider the case of the
original Langevin equation: C = B = 0. By doing so we do not allow for any noise
(stochastic behavior) in the damping constant γ . This choice leads us back to the
familiar Gauss distribution as the stationary solution of the corresponding Fokker-
Planck equation:

f (p) = f (0)e−
G
2D p2

e
F
D p. (5.19)

Here also a shift in the mean momentum occurs in case of a mean driving force
〈ξ 〉= F .

Another interesting limiting case is that of the purely multiplicative noise with
D = 0,B = 0. It has been applied among others for the heat conduction equation
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in fireballs produced in high-energy particle collisions[34]. In that model a Gamma
distribution for the inverse temperature, 1/T , has been obtained. The stationary so-
lution in this case becomes

f (p) = f (p1) p−2−G/C e−
F

C |p| (5.20)

which is an Euler Gamma distribution in 1/p. For large p this function approaches
a pure power-law.

It is particularly amazing to investigate the degenerate case of ϑ = 0. Now K2(p)
reaches zero at a finite maximal momentum, pm =

√
D/C, meaning zero probability

in the stationary distribution f (
√

D/C) = 0. This ”limiting momentum” – and with
that a limiting energy – occurs only by this fine tuning of noise correlations in the
physical system.

All limiting cases rely on an expansion of the generic solution for the small value
of one or another parameter. Their validity is limited to certain ranges of momenta
and energy: the classical Gaussian solution is always fine for small values of the
argument of the inverse tangent function,

x =
ϑ p

D−Bp
. (5.21)

The Euler Gamma distribution on the other hand emerges for large vales of this
quantity. Correspondingly the widely applied Gaussian distribution can be a good
approximation to the stationary solution only for momenta p�

√
D/C. (For C = 0

strictly, of course this is ’the’ solution for any finite momentum.) Generally the small
argument of the inverse tangent is fulfilled for

p� D
ϑ +B

. (5.22)

This result also means that for the smallest fluctuation in the multiplicative factor
the stationary Gauss distribution develops a power-law tail. The power in this tail,
p−2v, is given by

v = 1+
G
2C

. (5.23)

In order to offer a visual insight into the nature of the generic stationary solution
we show stationary spectra for different parameters (cf.Fig(5.1)).

In the case B = 0 (no cross correlation between the noises), and F = 0 (no drift
term due to the additive noise), the exact stationary distribution is the Tsallis distri-
bution

f (p) = f (0)
(

1+
C
D

p2
)−v

. (5.24)
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Fig. 5.1 Comparison of the generic stationary distributions of the Langevin-type equation with
both additive and multiplicative noise. Limiting cases, as the Gauss-, the Gamma- and the Power-
Law distribution are labeled correspondingly. The label ’Zero’ refers to the case with ϑ = 0. The
following parameters have been used: For the curve ’Power’ B = 0,C = 1,D = 1,G = 1,F = 0. For
’Gauss’ B = 0,C = 0,D = 1,G = 1 and F = 0. For ’Gamma’ B = 0,C = 1,D = 0.1,G = 1,F = 1.
Finally for the curve ’Zero’ B = 1,C = 0.1,D = 10,G = 1 and F = 0.

By using the energy of the free particle, E = p2/2m as the distribution variable and
equation (5.17) we get

f (E) = f0

(
1+(q−1)

E
T

) q
1−q

, (5.25)

where the parameters of the Tsallis distribution are given by

T =
D

mG
, q = 1+

2C
G

. (5.26)

Again for C = 0 (only additive noise) q = 1 and the Tsallis distribution goes over
into the Gibbs distribution,

f (E) = f0 exp(−E/T ). (5.27)

Tsallis and others have worked out a thermodynamical framework[35] offering the
distribution (5.25) as the canonical distribution.

We note that the presence of the two uncorrelated noise and the corresponding
Fokker-Planck equation also can be obtained from a single momentum-dependent
diffusion coefficient. Instead of (5.4) one may consider

ṗ+Gp = η

√
D+Cp2, (5.28)

with a single noise η , normalized to unity:
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〈η(t) 〉= 0,
〈

η(t)η(t ′)
〉

= 2δ (t− t ′). (5.29)

This is a particular case of a more general field-dependent noise considered by
Arnold, Son and Yaffe in the context of non-abelian plasmas. For a non-relativistic
particle, its energy being E = p2/2m this is also a purely energy-dependent, i.e.
ergodic noise. In the followings we have a closer look on such systems.

5.1.2 Energy-dependent noise

The Langevin and Fokker-Planck problems are quite general. Damping and diffu-
sion coefficients may depend on the momentum p in a general way. Ergodization
in phase space on the other hand achieved only when constant energy surfaces are
covered uniformly. In such a situation the distribution f , as well as the coefficients
G and D (the latter related to the noise), depends on the energy E(p) only. Note,
however, that they are not constant.

A corresponding particular Langevin equation is given by[36]

ṗ = z−G(E)
∂E
∂ p

(5.30)

containing an energy dependent damping term proportional to the general velocity
v = ∂E/∂ p, and a zero-average noise, 〈z(t)〉= 0, with a correlation

〈z(t)z(t ′)〉= 2D(E)δ (t− t ′). (5.31)

The Fokker-Planck equation contains in this case the factors D(p) = D(E) and
G(p) =−G(E)∂E/∂ p. Its stationary solution is given by

f (p) =
A

D(E)
exp
(
−
∫ G(E)

D(E)
dE
)

= A exp
(
−
∫ dE

T (E)

)
. (5.32)

This result is not readily the Boltzmann-Gibbs distribution, exp(−E/T ), only in the
case of energy-independent damping and noise coefficients. A general equilibrium
is able to feature almost any other distribution of the energy of a single degree of
freedom picked out of its environment. Instead of a constant temperature, T , in the
general case a sliding inverse logarithmic slope is characteristic to such states. From
1/T (E) = −d ln f (E)/dE its relation to the damping and diffusion coefficients
follows:

T (E) =
D(E)

G(E)+D′(E)
. (5.33)

The low-energy limit of this expression, pretending as G(E) and D(E) were con-
stant, leads to an experimentally feasible definition of the Gibbs temperature,
TGibbs = D(0)/G(0). From the viewpoint of the Brownian motion another tempera-
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ture may be used, the Einstein temperature TEinstein = limE→∞ D(E)/G(E). None of
these two approximations are, however, coincident with the sliding slope of particle
spectra given by eq.(5.33).

Fig. 5.2 Experimental spectrum of pions as measured in RHIC experiment and the fitted cut
power-law distribution with q = 1.22. Reprinted from Fig.1. in ’Pions and Kaons from Stringy
Quark Matter’ (J.Phys.G 30: 064044, 2009) written by T.S.Biro and K.Urmossy.

An important and historically considered particular case is given by the constant
slope distribution, the Boltzmann-Gibbs distribution: T (E) = T . The Tsallis dis-
tribution (5.25), obtained in the previous subsection, seems to be the next simplest,
having a linear inverse slope – energy relation:

T (E) =
1
q

T +
(

1− 1
q

)
E. (5.34)

The corresponding equilibrium distribution in this case turns out to be an exponen-
tial of a logarithm, which is a power-law:

f (p) =
1
Z

(
1+(q−1)

E
T

) q
1−q

(5.35)

It has the interesting property, that the parameter T is the fixed point of the sliding
(linear) slope: T (T ) = T . This parameter may be referred to as the Tsallis temper-
ature.

The classical mesoscopic models of temperature from the random walk picture of
the Brownian motion til the corresponding Langevin and Fokker-Planck equations
often assume constant properties of the diffusion and the damping term. Relating
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them via the fluctuation – dissipation theorem makes it possible to conjecture a
temperature. This we refer to as the ”Einstein temperature”. Interesting, and still
analytically treatable complications arise, when the medium producing the noise
is no more ”democratic”: the noise’ strength itself depends on the state of the ob-
served slow degree of freedom (e.g. a Brownian particle). Such in general (p,q)
-dependent noises are called colored. Such systems are difficult to solve. However,
if the ”colorization” of the noise, comprised in the dependence of the noise corre-
lation on the state of the observed, slow degree of freedom, is only indirect, only
via the energy of the observed subsystem, then the classical formulas can be gener-
alized analytically. As a consequence the renown fluctuation – dissipation theorem,
relating dissipative and noisy terms in the mesoscopic equations of motion, holds in
a more general form. This, at the end, effects the formula and interpretation of the
Einstein temperature, too.

In a realistic system there are many microscopic degrees of freedom to be con-
sidered. Denoting a point in the 6N-dimensional phase space by πi, the first 3N part
being generalized coordinates, q, the second 3N part generalized momenta, p, the
Langevin equation can be implemented in the form

π̇i = (Si j−Gi j)∇ jE + zi. (5.36)

The symplectic coefficient, Si j, has a block structure in the phase space: a block
of unity between momenta and coordinates produces the q̇ = ∂E

∂p like equations of

motion and the corresponding block of minus unity produces the ṗ = − ∂E
∂q ones.

All other entries in the matrix Si j are zero. These contributions to the evolution in
phase space do not change the total energy of the system, E(pi), they just cause
conservative motion inside a given energy shell only. For considering the thermal
evolution of the energy distribution it is therefore not interesting and shall be omitted
in the followings. Also the noise terms are active only as forces, giving a source term
to the equation of motion for momenta only. This way we reduce the dissipative
phase space dynamics to a Langevin-type equation for the momentum components
only.

The damping and dissipation terms with the respective symmetric coefficients
Gi j and Di j keep balance on the long term. An ergodized equilibrium distribution of
the momenta can be a single function of the energy variable E only, therefore these
coefficient matrices have to be connected by a single function of energy, too. In this
spirit we consider the following type of Langevin equation:

ṗi = −Gi j(E)∇ jE + zi. (5.37)

with the noise correlation〈
zi(t)z j(t ′)

〉
= 2Di j(E)δ (t− t ′). (5.38)
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We are interested in the evolution of the distribution over ensembles of pi(t) values,
f (p, t).

One uses the general Fokker-Planck equation (3.126) :

∂ f
∂ t

=
∂

∂ pi

(
Gi j(E)

∂E
∂ p j

f
)

+
∂ 2

∂ pi∂ p j
(Di j(E) f ) . (5.39)

The stationary solution, f0(E), satisfies not only the ∂ f
∂ t = 0 requirement, but also

the detailed balance condition:

Gi j(E)
∂E
∂ p j

f0(E) +
∂

∂ p j
(Di j(E) f0(E)) = 0. (5.40)

Now due to the assumption of E-dependence only we get

Gi j(E)
∂E
∂ p j

f0(E) + D′i j(E)
∂E
∂ p j

f0(E) + Di j(E) f ′0(E)
∂E
∂ p j

= 0. (5.41)

This result should hold for any value of the generalized 3N-velocity vector, ∂E
∂ p j

.
This is achieved only if the coefficient vanishes:

Gi j(E) f0(E) + D′i j(E) f0(E) + Di j(E) f ′0(E) = 0. (5.42)

Dividing this equation by f0(E) one obtains

Gi j(E) + D′i j(E) + Di j(E)
d

dE
ln f0(E) = 0. (5.43)

Now let us abbreviate the logarithmic slope of the f0(E) energy distribution by

1
T

:=− d
dE

ln f0(E). (5.44)

Doing all these steps gives rise to a general fluctuation dissipation theorem:

Di j(E) = T (E)
(
Gi j(E)+D′i j(E)

)
. (5.45)

It is highly nontrivial that two high-dimensional matrix functions of the phase space
coordinates pi would be related by a single scalar function of energy only! Recall-
ing that T (E) is the inverse logarithmic slope of the equilibrium distribution, the
fluctuation – dissipation relation can be expressed using an integral with f0(E):

Di j(E) =
1

f0(E)

∞∫
E

Gi j(x) f0(x)dx. (5.46)



112 5 Complications with the temperature

Still, quite general diffusion and damping coefficient matrices are allowed, but
Di j is connected to Gi j via an energy dependent scalar, the equilibrium energy dis-
tribution, f0(E). This distribution can be anything, provided that it is derived as
a canonical distribution from thermodynamically consistent composition rules dis-
cussed in chapter 3. We note that for a constant (energy-independent) damping co-
efficient, the energy-dependent diffusion coefficient matrix, Di j(E), is proportional
to the probability of having energy larger than E in the stationary distribution. This
way the fluctuation – dissipation balance theorem is related to a continuous version
of the extreme value probability.

A simple realization of the correspondence (5.46) is given by such matrices Di j
and Gi j which are proportional to the same constant matrix: Di j(E) = D(E)γi j, and
Gi j(E) = G(E)γi j. For this class of solutions the integral equation (5.46) simplifies
to a scalar requirement,

D(E) =
1

f0(E)

∞∫
E

G(x) f0(x)dx. (5.47)

Expressing the reciprocal of logarithmic slope from equations (5.45,5.44) in this
case we obtain

1
T

=
G(E)
D(E)

+
D′(E)
D(E)

. (5.48)

The equilibrium energy distribution can be reconstructed by using (5.44). The result
is

f0(E) = C exp
(
−
∫ dE ′

T (E ′)

)
=

C
D(E)

exp
(
−
∫ G(E ′)

D(E ′)
dE ′
)

. (5.49)

It is enlightening to discuss some particular cases of the stationary energy distri-
bution. The use of the Boltzmann–Gibbs distribution, f (E) ∝ exp(−E/T ), leads to
Di j = T Gi j with energy-independent matrices (this is the usual textbook case). The
use of a cut power-law energy distribution,

f (E) = C (1+aE)−v (5.50)

with an energy-independent damping coefficient, G, gives rise to

D(E) =
G

v−1

(
1
a

+E
)

(5.51)

i.e. to a diffusion coefficient which is a linear function of the energy. It is interesting
to note that such an energy distribution is the canonical energy distribution to a non-
additive energy composition law, E1⊕E2 = E1 +E2 +aE1E2, discussed previously.
In this case v = 1/aT .

A further interesting case is presented by assuming that both the damping and
the diffusion coefficient matrix follow the same function of the energy, but their
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ratio (the Einstein temperature) is constant.1 Due to eq.(5.45) the sliding slope is,
however, not constant; it rather interpolates between a low- and high-energy and
behavior. From Di j(E) = T Gi j(E) = γi jT g(E) it follows

γi jT g(E) = T (E)
(
γi jg(E)+ γi jT g′(E)

)
. (5.52)

We can express the sliding slope parameter from this equation as being

1
T

=
1
T

+
g′(E)
g(E)

. (5.53)

Integrating this over the energy variable leads to the logarithm of the detailed bal-
ance distribution

ln f0(E) =
∞∫

E

dx
T (x)

=−E/T − lng(E)+ const. (5.54)

One inspects that the detailed balance contribution is not solely the Boltzmann-
Gibbs exponential; it is modified by the same energy-dependent factor in this case:

f0(E) = C
1

g(E)
e−E/T . (5.55)

5.1.3 Coupled stochastic dynamics

Stationary energy distributions differing from the Gibbs-Boltzmann exponential
may emerge not only as energy-dependent (sliding) slopes, T (E), due to non-trivial
correlations in the noise, but also due to nontrivial dynamics of the correlation am-
plitude itself. Instead of being a function of the energy of the pointer particle in the
mesoscopic approach, one considers phenomena where the noise property itself is a
function of time, sampled from another distribution. This superstatistical approach
has been circumvented in a previous chapter (4).

Here we consider a case where the noise is also governed by background stochas-
tic processes, underlying some dynamical equations. In particular the noise corre-
lation, D(t), itself becomes a stochastic variable. This way two simple, but coupled
Langevin type equations have to be solved.

This approach is most relevant when time series of data have to be studied, like by
signal processing or by considering statistical models for the financial market. This
new branch of physics, econophysics, deals with wildly fluctuating variables, i.e.
stock prices. However, also the statistical properties of the noise on the top of mean
trends is seemingly subject to random effects: this property is called ”volatility”.

1 This assumption is typical to field theory calculations.



114 5 Complications with the temperature

In the followings we present such a model, originally published in Ref.[37]. We
inspect the price of a share, s(t), as a stochastic variable on the top of a deterministic
exponential growth (with inflation rate µ > 0). It is customary to regard the modified
log-return, the profit in original sense, i.e.

x = ln
st

s0
−µt, (5.56)

as the indicator variable. For its evolution a Langevin equation of type

dx =−a(v)dt +
√

vW1 (5.57)

can be written down, with W1 being a so called Wiener process, a Gaussian white
noise, with zero mean and unit width. The function a(v) reflects the prescription
when deriving the x-process with additive noise from the s-process with multiplica-
tive noise. In the Ito-scheme it is given by a(v) = v/2. There exist, however, one
particular Strotanovich scheme where it vanishes a(v) = 0.

The volatility, v = σ2 itself is governed by stochastic effects according to phe-
nomenological observations on financial markets. Contemporary models, of which
we shall present one in more details, usually have a first order deterministic part,
causing an exponential approach to the mean volatility, θ , and a noise term possibly
influenced by the volatility itself. We consider another stochastic equation for the
time evolution of the volatility:

dv =−γ(v−θ)dt +b(v)W2. (5.58)

The second Wiener process, W2, may be or may not be correlated with the first one.
It is customary to use b(v) = κv (Hull-White model) or b(v) = κ

√
v (Heston model),

in particular.

Born-Oppenheimer approximation

We put an emphasis here on approximations which enable a simplified treatment
predicting the distribution of x (or s) as a function of time. Namely we assume that
the stochastic volatility variable, v, reaches more or less its stationary distribution –
due to being influenced by a number of factors – and then acts for the dynamics of
the log-return, x, as an instantaneous, time-independent parameter. This assumption
is analog to the Born-Oppenheimer approximation applied successfully in solid state
and atomic physics. The v -process can be then solved in itself. The corresponding
Fokker-Planck equation is given as

∂Π

∂ t
+

∂

∂v
γ(v−θ)Π +

1
2

∂ 2

∂v2 b2(v)Π = 0. (5.59)

The stationary detailed balance solution satisfies
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∂

∂v
b2(v)Π =−2γ(v−θ)Π . (5.60)

The balanced distribution of the volatility, v, is given by

Π(v) =
N

b2(v)
exp
(
−2γ

∫ v−θ

b2(v)
dv
)

(5.61)

According to the Born-Oppenheimer approximation we average over this station-
ary balance probability of v the solution of the primary diffusion process described
by the equation (5.57),

P(x;v, t) =
1√

2πvt
exp
(
− (x+a(v)t)2

2vt

)
. (5.62)

We obtain the following approximation for the time evolution of the log-return prob-
ability:

Pt(x) =
∫

∞

0
dvΠ(v)P(x;v, t). (5.63)

Collecting all terms together we arrive at

Pt(x) =
N√
2πt

∫
∞

0
dv

1
b2(v)

√
v

exp
(
− (x+a(v)t)2

2vt
−2γ

∫ v−θ

b2(v)
dv
)

. (5.64)

Heston model

For the Heston model, b(v) = κ
√

v the stationary distribution is an Euler Gamma
distribution:

Π(v) =
αα

θ αΓ (α)
vα−1e−vα/θ (5.65)

with α = 2γθ/κ2. In the Ito-scheme a(v) = v/2, and the above integral (5.64) can
be determined analytically. We obtain

Pt(x) =
1

Γ (α)

(
2α|x|

f t

)α
√

f
π|x|

e−x/2Kα−1/2(
f |x|
2

) (5.66)

with

f =

√
1+

16κ2

γt
(5.67)

and Kν(z) Bessel K-function. For large times the factor f → 1 approaches unity.
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For large positive x arguments, i.e. for extreme large wins on s, the Bessel
function is dominated by an exponential, so

P(win)
t (x)∼ xne−

f +1
2 x (5.68)

and for large negative x, i.e. for extreme losses, it is dominated by another
exponential

P(loss)
t (x)∼ xne

f−1
2 x. (5.69)

Since f > 1 at all times, it means that in this model losses tend to show a fatter
tail (a slower decrease) in x than wins. For very large times this difference, however,
reduces. Note that e−x f± = s− f± is in fact a power-law behavior in s, using the
notation f± = ( f ±1)/2.

In the case of a(v)= 0 this model is also subject to the scaling Pt(x)= ρ(x/
√

t)/
√

t
just like the normal diffusion. Now the e−x/2 factor is not present and f = 4κ/

√
γt

in eq.(5.66). The distribution Pt(x) in this case becomes symmetric for wins and
losses (relative to the mean trend).

Hull-White model

In order to compare the power of different approximations let us consider another
model, the Hull-White model, which leads to simpler result with interesting thermo-
dynamical analogies. Using b = κv the balanced volatility follows again an Euler
Gamma distribution, now in in the reciprocal variable y = 1/v:

Π(y) =
(βθ)β+1

Γ (β +1)
yβ e−βθy (5.70)

with β = 2γ/κ2. The approximated x distribution in the special scheme with a(v) =
0 becomes:

Pt(x) =
1√
2πt

∞∫
0

dyΠ(y)
√

ye−
x2
2t y. (5.71)

Regarding the quantity E = x2/2t as an abstract ”energy” the above formula repre-
sents a Boltzmann-Gibbs energy distribution under the influence of a ”fluctuating
temperature” kBT = 1/y. In particular a Gamma-distributed inverse temperature is
known to lead to a cut power-law (Tsallis) distribution in the energy variable:
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Pt(x) = N(β ,βθ t)
(

1+
x2

2βθ t

)−(β+3/2)

(5.72)

with

N(β ,z) =
1√
2z

Γ (β +3/2)
Γ (β +1)Γ (1/2)

. (5.73)

The above ratio of Γ functions actually constitutes Bernoulli’s Beta-function
B(β +1,1/2).

This result is symmetric in win and loss percentages, i.e. for all positive and
negative x values, due to the a(v) = 0 choice. This is a nice symmetry property of
this model. On the other hand here the large x behavior is a power-law in x, not in s.
Nevertheless for large powers β the cut power-law (Tsallis) distribution comes quite
close to the exponential for small and intermediate arguments, so the difference may
influence the extreme large x (s) values only.

The scaling is universal as long as a(v) = 0 can be taken, in this case

Pt(x) =
1√
t

f
(

x√
t

)
(5.74)

for any time-lag t. This is testable on the (detrended and normalized) data (cf. figure
5.3). Since these data are detrended and normalized, the Gaussian curve to be fol-
lowed by a simple – traditional – stochastic white noise is unique. The background-
stationary distribution in the Hull-White model on the other hand includes the pa-
rameters a(v) and β . They can be fitted to the shape of the scaling function in the
equation (5.74). One gets f (x)≈−2.36ln(1+ x2/1.78)−0.62.

5.2 Fisher entropy

Sir Ronald Aylmer Fisher (1890 – 1962) was a statistician, evolutionary biologist
and geneticist. He was described as ”a genius who almost single-handedly created
the foundations for modern statistical science”.

Fisher invented the technique of maximum likelihood and originated the concepts
of sufficiency, ancillarity, Fisher’s linear discriminator and Fisher information. His
1924 article ”On a distribution yielding the error functions of several well known
statistics” presented Pearson’s chi-squared and Student’s t distributions in the same
framework as the Gaussian distribution, and his own ”analysis of variance” dis-
tribution z (more commonly used today in the form of the F distribution). These
contributions made him renown in the field of statistics.

Originally Fisher’s entropy or information formula[38, 39, 40],
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Fig. 5.3 Time data of Dow Jones daily closing average st and the detrended and normalized log
return xt .

I(Θ) =−SF(Θ) =

〈(
∂

∂Θ
ln f (x,Θ)

)2
〉

, (5.75)

stems from searching for the best fit of a distribution formula, f (x,Θ), to statisti-
cal data. The distribution over x defines the expectation value in the above formula,
while Θ is a fit parameter. This information measure is additive for independent
sets of data x and y, i.e. Ixy(Θ) = Ix(Θ)+ Iy(Θ). In the followings we consider its
thermodynamical analogue, where both the distributed variable x = ∆ pi and the pa-
rameter Θ = pi describe a deviation and a starting point for it in the phase space. In
the sense of Fisher’s statistics the optimal description of an uncertainty of knowing
a point in the phase space is measured.
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Fig. 5.4 The distribution of normalized and detrended log-returns Pt(x) for Dow Jones data 1996-
2006, compared with the Gaussian curve of the normal distribution and with predictions of the
Hull-White model in the Born-Oppenheimer approximation.

5.2.1 Taylor expansion of the entropy in phase space

Starting with the Boltzmann – Gibbs – Shannon (BGS) entropy formula an expres-
sion reminding to Fisher’s entropy can be constructed, as it stemmed from the sec-
ond order term in a Taylor expansion. Considering the entropy as the phase space
integral with the high-dimensional integration measure dΓ ,

S = 〈σ 〉=
∫

σ(pi) f (pi)dΓ , (5.76)

the BGS entropy is defined by σ = − ln f (in kB = 1 units). Let us regard now
fluctuations (or a given degree of uncertainty) in the classical phase space position
by taking the entropy formula at pi + ∆ pi. The Taylor expansion of σ includes the
following derivatives:

∂

∂ pi
σ =− 1

f
∂

∂ pi
f (5.77)

for the first order term and

∂

∂ pi

∂

∂ p j
σ =

1
f 2

∂ f
∂ pi

∂ f
∂ p j
− 1

f
∂

∂ pi

∂

∂ p j
f (5.78)

for the second order term. Using the abbreviating notation ∇i f = ∂ f /∂ pi, the ex-
pansion of σ is given by

σ(pi +∆ pi) =− ln f − 1
f

∆ pi∇
i f +

1
2

∆ pi

(
1
f 2 ∇

i f ∇
j f − 1

f
∇

i
∇

j f
)

∆ p j. (5.79)
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By the virtue of equation (5.76) the entropy functional becomes

S =−
∫

f ln f dΓ −
∫

∆ pi∇
i f dΓ +

1
2

∫
∆ pi∆ p j

(
1
f

∇
i f ∇

j f −∇
i
∇

j f
)

dΓ .

(5.80)
Now we assume that the deviations (uncertainties) around the classical phase space
point are symmetric. Up to second order (in the Gaussian approximation) one has

〈∆ pi 〉= 0,
〈

∆ pi∆ p j
〉

= κ
2
δi j. (5.81)

Averaging now the entropy functional in the equation (5.80) by using these proper-
ties one obtains

S =−
∫

f ln f dΓ +
κ2

2

∫ ( 1
f
(∇ f )2−∇

2 f
)

dΓ . (5.82)

Here the first order term has vanished due to the assumed isotropy of the phase space
delocalization. In the second order term still there is a contribution, the one with
∇2 f , which is a total derivative, so its integral contributes only by a surface term
in the phase space. This contribution will be neglected. After all this considerations
we arrive at two main contributions to the entropy functional:

S = SB +SF (5.83)

with the original Boltzmann entropy formula,

SB =−
∫

f ln f dΓ , (5.84)

and with Fisher’s entropy2

SF =
κ2

2

∫ 1
f
(∇ f )2 dΓ . (5.85)

As it is shown by the solution of problem (5.2) the total entropy assuming an
isotropic Gaussian distribution of the uncertainty ∆ pi can also be written as

S =
∫

f eκ2∇2/2(− ln f ) dΓ . (5.86)

By seeking for an equilibrium distribution the entropy has to be maximized. De-
pending on different constraints, the functional derivative of S[ f ] is needed for the
determining equation. The formula (5.86) leads to the following variation

δS
δ f

=−
[

eκ2∇2/2(ln f )+
1
f

eκ2∇2/2 f
]
. (5.87)

2 This formula coincides with equation (5.75) by regarding the phase space point itself as the Θ

parameter.
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Expansion up to terms in the order of O(∇2) one gets

δS
δ f

=−(1+ ln f )+κ
2
(

(∇ f )2

2 f 2 −
∇2 f

f

)
. (5.88)

In the general canonical equilibrium the distribution is determined by a differential
equation

δS
δ f

= α +βE(pi). (5.89)

5.2.2 Fisher entropy of the Maxwell-Boltzmann gas

The differential equation determining the optimal distribution to maximize the
Fisher-expanded shifted Boltzmann-entropy, S, to second order is in general hard
to solve. For a non-relativistic ideal gas, the Maxwell-Boltzmann (MB) gas, how-
ever, an analytic solution can be obtained. It is worth to inspect it.

The non-relativistic kinetic energy of N particles is additive, it defines the radius
squared of the D = 3N-dimensional sphere in phase space:

E(pi) =
1

2m

D

∑
i=1

p2
i =

p2

2m
. (5.90)

We assume that the distribution is a function of this radius only, f (pi) = f (p). In
this case ∇i f = f ′(p)pi/p and the D-dimensional Laplacean is given by

∇
2 f = f ′′+

D−1
p

f ′. (5.91)

The canonical entropy supplemented by the Fisher-type second order term achieves
its maximum if the following ordinary differential equation is fulfilled:

−(1+ ln f )+κ
2
(

f ′ f ′

2 f 2 −
f ′′

f
− D−1

p
f ′

f

)
= α +β

p2

2m
. (5.92)

This has a special analytical solution with the Gaussian ansatz:

ln f = A−Bp2/2. (5.93)

Replacing this ansatz into eq. (5.92) we obtain two constraints for the variables A
and B:

−(1+A)+κ
2DB = α,

B−κ
2B2 =

β

m
. (5.94)
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For the microcanonical distribution β = 0 and the B = 0 solution holds with constant
probability f . There is, however, another solution with B = 1/κ2 in this case: a
Gaussian equilibrium distribution with microcanonical constraint! This seems to
be an oddity, and one is tempted to throw away this solution as non-physical one.
For the canonical case β > 0, and the solution contiguous with B = 0 may be chosen:

B =
1

2κ2 −
1
κ

√
1

4κ2 −
β

m
. (5.95)

In this case the canonical equilibrium distribution is Gaussian, but the relation be-
tween the Lagrange multiplier β and the width of the Maxwell-Boltzmann distri-
bution has been changed. Another odd property of this approach is that there is a
maximal β for the real solution; so there is a minimal temperature below which no
canonical equilibrium can be established with the entropy formula (5.83). It is given
by

T ≥ Tmin =
4κ2

m
. (5.96)

5.3 Thermodynamics of abstract composition rules

Non-extensive thermodynamics is required whenever the ”normal” addition rule for
extensive variables, in particular the central quantity, entropy, is violated[35]. In
such cases the additive Boltzmann-Gibbs-Shannon (BGS) formula cannot be ap-
plied, because it would become a non-extensive quantity, whose value – related
to the number of microstates realizing a given macrostate, N , – grows with the
number of degrees of freedom, N, faster than linear. On the other hand, in a given
”universality class” of entanglements, another entropy formula may be obtained. It
follows then a more complicated composition rule than the simple addition, which
in turn - for a special value of a scale parameter - can be extensive, i.e. linearly
growing with N.

There is a physical consequence of this treatment.
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Since due to the classical logarithmic formula the BGS entropy is then and
only then additive, when the probabilities of microstates are independent and
therefore the joint probability is a product of the respective probabilities, we
may also say that for non-extensive systems the statistical independence as-
sumption is violated. This alone were a common property of any finite system
treated microcanonically, but non-extensive thermodynamics applies to those
systems, which persist this violation even in the N→∞ (so called ”thermody-
namical”) limit.

Let us investigate this correspondence more closely. Let pA+B
i j the joint probabil-

ity of the event when the subsystem A is in the state i and the subsystem B is in its
state j. The respective number of possible states be NA and NB. Then two marginal
probabilities can be defined: one for the system A being in its state i irrespective to
the state of the system B,

qA
i =

NB

∑
j=1

pA+B
i j , (5.97)

and another one for the system B being in state j irrespective to the status of A,

qB
j =

NA

∑
i=1

pA+B
i j . (5.98)

The conditional probabilities express the odds for a system to be in a given state
while the other system is in another definite state:

wA
i( j) =

pA+B
i j

qB
j

,

wB
j(i) =

pA+B
i j

qA
i

. (5.99)

Even if there are correlations between the subsystems A and B, from the above
definitions it is obvious that the common microstate probability is always a product
of a marginal and a conditional probability:

pA+B
i j = qB

j wA
i( j) = qA

i wB
j(i). (5.100)

In the particular case of statistically independent systems the micro-probability is a
product of the marginal probabilities

pA+B
i j = qA

i qB
j . (5.101)

All these probabilities are normalized to one.
The generalization of the BGS entropy is not additive at the product of proba-

bilities, the addition ’+’ is replaced by another composition rule, ’⊕’. The entropy
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as a functional of the joint probability distribution is in general a non-additive com-
position of entropy terms belonging to the corresponding marginal and conditional
probabilities,

S
(

pA+B
i j

)
= S

(
qA

i
)
⊕S
(

wB
j(i)

)
= S

(
wA

i( j)

)
⊕S
(
qB

j
)
, (5.102)

or with a more compact notation for the marginal and conditional probabilities,

S(A+B) = S(A)⊕S(B|A) = S(A|B)⊕S(B). (5.103)

This relation is really general, valid even for correlated, in particular for quantum-
entangled systems.

A necessary condition for the above equation to be true is its fulfillment in the
equipartition case. Now all microstate probabilities are given by pA+B

i j = c, with
c being a constant value. In this case the marginal probabilities are also constant,
qA

i = NBc and qB
j = NAc. The conditional probabilities become P(A|B) = wA

i( j) =
1/NA and P(B|A) = wB

j(i) = 1/NB. The general entropy rule eq.(5.102) reads as

S(c) = S(NBc)⊕S(1/NB) = S(1/NA)⊕S(NAc). (5.104)

It means that the entropy function at equipartition satisfies a general, not necessarily
additive composition rule for the product of arguments:

S(xy) = S(x)⊕S(y). (5.105)

In the traditional statistical physics the composition of entropies is by addition,
and therefore the equipartition entropy function must be proportional to the loga-
rithm. In fact S = k lnW with W being the number of states (and 1/W the prob-
ability to be in one given state) is Boltzmann’s famous formula. For W states the
equal probabilities are given as c = 1/W and S(c) = Wcσ(c) = σ(1/W ) if using
the entropy density function σ(c).

In thermodynamics not a single pairing of two subsystems counts at the end, but
a huge number of repetition of such compositions. The basic question is whether
after many – in the mathematical model infinitely many – steps the effective compo-
sition of two large, ’pre-composed’ subsystems may be well described by a simple
addition rule or not. This question is not easy to answer in general, although conven-
tional thermodynamic textbooks frequently argue that for a large number of degrees
of freedom the general rule for extensive quantities becomes close to the addition,
because all interaction and correlation contributions grow less than the volume. This
is true for most interactions, definitely for the short ranged ones. For long range in-
teractions, however, causing entanglement between microstates or non-vanishing
energy contributions due to fractal surfaces in their phase space filling pattern, more
general composition rules may apply.
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Typical physical systems showing non-extensive thermodynamical behavior are
strongly coupled, show long-range correlations and correspondingly long-range
forces. Many of them are not in a real equilibrium but in long-lived metastable
states. Most studied examples for long-range correlated matter is given by glasses,
in particular spin glasses (and an uncountable number of mathematical models for
neural networks were triggered by an analogy to glassy systems). Another examples
are Bose condensed (”cold”) atomic systems and materials capable of high-Tc super-
conductivity. Further instances of non-extensive physical systems are rather known
from long-range forces acting in their inside: gravitating clusters, charged plasmas
and quark matter (the primordial cosmic soup) at hadronization. Yet another ex-
amples - treated in the framework of models using the concept of a non-extensive
entropy formula - are given by ”unpredictable” phenomena, like earthquakes, tur-
bulence and in general chaotic Hamiltonian dynamics. Since - as we shall see - a
non-extensive entropy formula leads to fat tailed distributions in a formally canon-
ical equilibrium state, it also has been applied to describe such (mostly power-law
tailed) distributions in all areas of statistical physics: in the description of fluctua-
tion distributions in financial markets as well as for anomalous diffusion in systems
studied for the development of nanotechnology.

5.3.1 Asymptotic, general composition rules

In this subsection we seek answer to the question ”what is the result of infinitely
many repetition of a composition?” for a given class of composition rules3 for real
quantities[41], like the thermodynamical entropy, internal energy or particle num-
ber. Let a composition rule for two values of such a real quantity be given by

x⊕ y = h(x,y). (5.106)

We require that this composition function is differentiable and satisfies the following
triviality rule

h(x,0) = x. (5.107)

This way it is quite general. Among all possible rules the simple addition plays a
very special role: its repetitions always remain an addition. Adding N1 pieces on the
one hand and N2 ones on the other hand makes two big systems. A final addition of
these two leads to a system of size N1 +N2, and our quantity xN1+N2 = xN1 + xN2 is
combined evenly by the same addition. This survives the Ni→ ∞ limit, particularly
considered in thermodynamics.

What is, however, the situation for a general rule? Its repetition by a huge number
of times may lead to another effective rule, to an asymptotic rule of composition in
the thermodynamical limit. It turns out that several different rules may lead to the

3 Not just for the composition of entropy, but any, originally extensive quantity, like energy, particle
number, volume, etc.



126 5 Complications with the temperature

same asymptotic rule, which has a number of nice properties: it is associative and
commutative and hence can be described by a simple mapping to the addition, L(x).
We shall construct this strict monotonic function which maps a general asymptotic
(infinitely many times repeated) composition rule to the simple addition. Reminding
to the role of the logarithm function, which maps the product to the addition, we call
this function formal logarithm.

Let us add up a quantity y in small, ∆y steps. Then in a general recursive step we
have already xn−1 in the sum and construct

xn = h(xn−1,∆y). (5.108)

Subtracting xn−1 = h(xn−1,0) form both sides of this equation we get

xn− xn−1 = h(xn−1,∆y)−h(xn−1,0). (5.109)

Now composing a finite quantity y in infinitely many steps N makes the one step
quantity ∆y infinitesimally small. In this case the differentiable function h(x,y) can
be Taylor-expanded in its second argument around zero. So one arrives at the fol-
lowing differential equation:

dx
dy

=
∂

∂y
h(x,y)

∣∣∣∣
y=0

= h′2(x,0
+), (5.110)

where we have introduced a particular short hand notation for the partial derivative
with respect to the second argument at its zero value. The solution of this scaling
equation gives a relation between the additive index variable, t = n∆y (t = y for
n = N only) and the composed - not necessarily additive - quantity x:

t = L(x) =
∫ x

0

dz
h′2(z,0+)

. (5.111)

Considering now large N1 and N2 composites, their asymptotic composition rule
for the N1 +N2-repeated rule satisfies

L(xN1+N2) = L(xN1)+L(xN2) . (5.112)

From this the asymptotic rule to a general composition rule is given via its formal
logarithm defined in eq.(5.111):

ϕ(x1,x2) = L−1 (L(x1)+L(x2)) . (5.113)

A general condition for this formula for the asymptotic rule is that the inverse func-
tion to the formal logarithm, L−1, exists; among real functions this is the case for
strict monotonic functions L(x) (otherwise the inverse cannot be unique).
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5.3.1.1 Properties of asymptotic rules

Asymptotic rules have interesting special properties. As it easily can be inspected
from eq.(5.113) ϕ(x,y) is symmetric in its arguments. We have not required such a
property for the rule, h(x,y) we started with. The asymptotic rule is associative, too.
It is easy to prove in a few lines.

Associativity means that

(x⊕ y)⊕ z = x⊕ (y⊕ z) . (5.114)

This property is satisfied by the rules given by eq.(5.113):

ϕ (x,ϕ(y,z)) = L−1 (L(x)+L(ϕ(y,z)))
= L−1 (L(x)+L(y)+L(z))
= L−1 (L(ϕ(x,y))+L(z))
= ϕ (ϕ(x,y),z) . (5.115)

On the other hand associative rules have themselves as asymptotic counterparts.
It is an important property enforcing that associative rules build an attractor among
all pairwise rules in the thermodynamical limit.

Whenever h(x,y) is associative, there exists a formal logarithm function associ-
ated to it. We denote this function by Λ(x), so

Λ (h(x,y)) = Λ(x)+Λ(y) (5.116)

is satisfied. Inspecting the partial derivative of this equation with respect to y one
gets

Λ
′(h)

∂h
∂y

= Λ
′(y), (5.117)

which at y = 0 in turn delivers

Λ
′(x)h′2(x,0

+) = Λ
′(0), (5.118)

when using the triviality property h(x,0) = x. The formal logarithm for the corre-
sponding asymptotic rule is then determined by using eq.(5.111). We obtain

L(x) =
x∫

0

Λ ′(z)
Λ ′(0)

dz =
1

Λ ′(0)
Λ(x). (5.119)

Since the asymptotic formal logarithm is a constant times the original one and such
a factor automatically cancels by applying L−1, we conclude that the asymptotic
rule to an associative rule is itself: ϕ(x,y) = h(x,y) in this case.
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This result strongly motivates to select out that formal logarithm for each pair-
wise asymptotic rule, which have the property L′(0) = 1.

5.3.1.2 Scaling the formal logarithm

Before studying examples of useful composition rules applied for physical systems
and its correspondence to entropy formulas and to the generalization of canonical
equilibrium, we deal with a very important property: due to applying both L and
its inverse function L−1 in the construction of the asymptotic composition rule, a
multiplicative factor in the argument cancels. This scaling property is fulfilled by
an arbitrary factor but zero. Let be K(x) = cL(x) a scaled formal logarithm, then
the equation K(ϕ(x,y)) = K(x) + K(y) is just c times the equation L(ϕ(x,y)) =
L(x)+L(y), so they are equivalent.

This particular freedom in the choice of the formal logarithm allows us to use
a standard one satisfying the property L′(0) = 1. This requirement fixes the multi-
plicative constant.

On the other hand by scaling the argument of the formal logarithm function
(which we have to because of the physical units of different quantities), we han-
dle a whole, continuously deformable class of non-additive composition rules in the
thermodynamical limit. We define the scaled formal logarithm by

La(x) :=
1
a

L(ax). (5.120)

It is easy to see by setting t = La(x) that its inverse function reflects the same scaling:

L−1
a (t) :=

1
a

L−1(at). (5.121)

Choosing the special value a = 1, one gets back the fiducial formal logarithm:
L1(x) = L(x) Finally in the a→ 0 limit, due to the L′(0) = 1 property the Taylor
expansion of eq.(5.120) starts with the identity:

L0(x) = x. (5.122)

This way we consider a continuous set of formal logarithms with the deformation
parameter a, giving at a = 0 the identity. This parameter may in principle have any
real, even negative, values. Its deviation from zero is a quantitative measure of the
non-additivity of the composition rule.

We list some examples of interesting composition rules and the corresponding
scaled formal logarithms.

1. The classical rule is trivially the addition, h(x,y) = ϕ(x,y) = x + y. In this case
the formal logarithm is the identity: La(x) = x for any value of a.
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2. Somewhat more complicated is the rule h(x,y) = x + y + axy. Its derivative is
given by h′2(x,0) = 1 + ax and therefore the formal logarithm of the asymptotic
rule is

L(x) =
x∫

0

dz
1+az

=
1
a

ln(1+ax).

Since L′(0) = 1 this is already the fiducial formal logarithm and its scaling by b
replaces only the parameter a by ab. Therefore the above form is also the general
scaled formal logarithm.

3. Einsteins’ relativistic velocity addition formula gives rise to another interesting
composition rule:

h(u,v) =
u+ v

1+uv/c2 .

The derivative with respect to the second argument at zero gives h′2(u,0) = 1−
u2/c2, by using this the formal logarithm becomes

L(u) =
u∫

0

dw
1−w2/c2 = cArth

u
c
.

The additive quantity is a multiple of the rapidity, defined by z = Arth(u/c); the
velocity u follows another, more complicated composition rule. Here again the
speed of light, c, functions as a general scaling parameter.

4. All composition rules of the type h(x,y) = x + y + G(xy) lead to h′2(x,0) = 1 +
xG′(0). For any finite value of G′(0) these belong to the case 2 in this list with
a = G′(0), so the asymptotic rule is ϕ(x,y) = x+y+xyG′(0). In addition G(0) =
0 has to be satisfied in order to cope with the triviality rule h(x,0) = x.

5. Another general functional type of composition, h(x,y) = (x + y) f (xy), leads to
h′2(x,0) = f (0)+ x2 f ′(0). Due to h(x,0) = x it has to be f (0) = 1. This type of
composition rule asymptotically belongs to case 3 with c2 =− f ′(0).

6. Many rules can be imagined, a few of them - the simple ones - occur in phys-
ical models. In order to interpolate between addition and multiplication, as an
alternative to the rule 2, the following rule was suggested:

h(x,y) = x
√

1+κ2y2 + y
√

1+κ2x2.

In this case h′2(x,0) =
√

1+κ2x2. The formal logarithm becomes

L(x) =
x∫

0

dz√
1+κ2z2

=
1
κ

Arsh(κx).
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The asymptotic rule coincides with the original one (proving that it was associa-
tive), ϕ(x,y) = h(x,y).

5.3.2 Deformed exponential and logarithm functions

As the classical BGS formula for entropy is based on the natural logarithm, mapping
the product formula to an addition, generalizations of this formula are supplemented
by another mapping between addition and the more general asymptotic composition
rule. This second mapping is performed by the formal logarithm. The composition
of the natural and the formal logarithm should be then at the heart of a non-extensive
entropy formula: this functional composition is called the deformed logarithm. This
composition, lna = L−1

a ◦ ln, has its inverse function, the deformed exponential, ea =
exp◦La:

lna(x) = L−1
a (lnx),

ea(x) = eLa(x). (5.123)

It is straightforward to see that the following properties are satisfied:

lna(1/x) = − ln−a(x),
1/ea(x) = e−a(−x). (5.124)

The a↔ −a duality, inherent in these formulas, complements the known proper-
ties of reciprocals and negatives of the natural logarithm and exponential functions.
Certainly for a = 0 all the known classical results are recovered.

The deformed logarithm and exponential functions for the examples listed in the
previous subsection are given as follows.

1. For the simple addition L(x) = x and lna(x) = ln(x), ea(x) = ex; everything is
familiar.

2. For h(x,y) = x+ y+axy we obtain

ea(x) = eLa(x) = (1+ax)1/a ,

lna(t) = L−1
a (ln t) =

1
a

(ta−1) . (5.125)

The original a parameter can be used as a general scaling parameter.

3. Einstein’s velocity addition formula leads to the following deformed functions:

ec(u) = eLc(u) =
(

c+u
c−u

)c/2

,
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lnc(z) = L−1
c (lnz) = c th

lnz
c

= c
z1/c− z−1/c

z1/c + z−1/c . (5.126)

Physically ec(u)1/c is the relativistic Doppler-factor belonging to the velocity u.

4. Rule 6 with the fiducial formal logarithm of the inverse sine hyperbolic func-
tion leads also to a deformed exponential resembling power-law tails for large
arguments:

eκ(x) =
(

κx+
√

1+κ2x2
)1/κ

,

lnκ(t) =
1

2κ

(
tκ − t−κ

)
. (5.127)

Considering κx = p/mc, related to the relativistic momentum p of a particle with
mass m, one obtains eκ(p/mc) = eζ/κ with the particle rapidity ζ . Such functions
has been fitted to cosmic ray spectra showing a power-law tail at high energy over
several orders of magnitude[46].

5.3.3 Generalized entropy formulas

From the viewpoint of thermodynamics both the entropy and another extensive
quantity, most prominently the energy, may violate the additivity rule due to cor-
relations between the elementary degrees of freedom. If someone tries to interpret
such total systems on a ”per particle” basis, then the extensivity – the proportion-
ality of the total energy, entropy, etc. with the particle number also turns out to
be violated. A generalized entropy formula therefore is additive for non-factorizing
sub-state probabilities and is non-additive for factorizing probabilities.

In order to satisfy an equation like (5.105), the formal logarithm may be used.
The entropy composition rule for a joint system with factorizing probability is for-
mulated as

∑
i, j

wi jσ(wi j) = h

(
∑

i
piσ(pi), ∑

j
q jσ(q j)

)
, (5.128)

with wi j = piq j. Let us consider the microcanonical, the equipartition case. Now
only the number of microstates are different between the subsystems, but each single
one has the same occupation probability. This way we have pi = a = 1/N1 and
q j = b = 1/N2. Furthermore, due to the factorization assumption, wi j = ab. The
elementary entropy function satisfies the following equation:

σ(ab) = h(σ(a),σ(b)) . (5.129)

Applying this to the general formula (5.128), the rule of h-extensivity emerges:
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∑
i, j

pi p jh(σ(pi),σ(q j)) = h

(
∑

i
piσ(pi), ∑

j
q jσ(q j)

)
. (5.130)

An arbitrary rule does not satisfy this requirement for uneven pi and q j distributions,
although it is trivial for the equipartition case. However for the Tsallis’ rule, con-
taining the product term, the normalization of the probabilities and the factorization
of the double sum ensures that this is satisfied. Since

∑
i, j

piq j(σi +σ j +aσiσ j) = ∑
i

piσi ·∑
j

q j +∑
i

pi ·∑
j

q jσ j +a∑
i

piσi ·∑
j

q jσ j,

(5.131)
the total entropy satisfies the same rule, namely S12 = S1 + S2 + aS1S2, than the
micro-rule.

A general entropy formula containing σ(p), a contribution depending on the
microstate probability, has to satisfy further constraints. For a pure state, say q0 = 1
and all other q j = 0, the σ function should ensure sensible answers. Substituting
first 1 and then 0 into the equation (5.129) one obtains

σ(pi) = h(σ(pi),σ(1)) = σ(pi)⊕σ(1),
σ(0) = h(σ(pi),σ(0)) = σ(pi)⊕σ(0). (5.132)

With respect to the composition ⊕ σ(1) behaves like zero and σ(0) like infinity.
The sure event must have zero entropy even in the generalized formula, while the
impossible event gives an infinite contribution – and therefore it never occurs.

In the limit of infinitely many repetitions the effective composition rule is asso-
ciative and possesses a formal logarithm, L(x). The entropy composition rule in this
limit satisfies

L(σ(ab)) = L(σ(a))+L(σ(b)) . (5.133)

The general solution of this function equation is the logarithm for the composed
function ”L of sigma”:

L(σ(p)) = β ln p. (5.134)

Inverting this relation and fitting to the Boltzmann case one arrives at the (scaled)
deformed logarithm of 1/p as a general entropy formula:

σ(p) = L−1 (− ln p) = lna
1
p
. (5.135)

Another question arises when one would like to construct an entropy formula
which is additive for non-factorizing, correlated sub-state probabilities following
a prescribed law. Instead of the product, which is the exponential of the sum of
the logarithms, let wi j be constructed as the exponential of the generalized sum of
logarithms. This generalizes the product formula to

wi j = eln pi⊕lnq j = eh(ln pi,lnq j). (5.136)



5.3 Thermodynamics of abstract composition rules 133

Now we would like to construct an entropy formula using a σ function which satis-
fies

∑
i j

wi jσ(wi j) = ∑
i

piσ(pi)+∑
j

q jσ(q j). (5.137)

Let us consider the microcanonical equilibrium again, where all a priori probabilities
are equal. Then we have pi = a, q j = b and wi j = c. These quantities satisfy equation
(5.136) meaning

lnc = h(lna, lnb). (5.138)

The additivity of entropy can be satisfied by normalized probabilities if

wi jσ(wi j) = piq j (σ(pi)+σ(q j)) , (5.139)

although wi j 6= piq j, but given by (5.138). Using the simplifying notation a,b,c for
pi,q j and wi j respectively, we seek for an entropy density function, σ which fulfills
the relation

cσ(c) = ab(σ(a)+σ(b)) . (5.140)

This functional equation is to be solved for σ . Let us regard first the derivative of c
with respect to b taken at b = 1. We get

∂c
∂b

= eh(lna,lnb) h′2(lna, lnb)
1
b
, (5.141)

which at b = 1 turns out to be

∂c
∂b

∣∣∣∣
b=1

= a h′2(lna,0). (5.142)

Remember that h′2(x,0) is related to the formal logarithm function, L(x) via an inte-
gral, therefore the above equation is equivalent to

∂c
∂b

∣∣∣∣
b=1

=
1
dL
da

(5.143)

using L(lna). We execute now the derivation with respect to b on the right hand side
of equation (5.140) resulting in

∂

∂b
(abσ(a)+abσ(b))

∣∣∣∣
b=1

= a
(
σ(a)+σ(1)+σ

′(1)
)
. (5.144)

Using now the property that σ(1) = 0 we simplify this expression. The left hand
side also will be derived and then taken at b = 1:

∂

∂b
(cσ(c))

∣∣∣∣
b=1

=
(
σ(a)+aσ

′(a)
) ∂c

∂b

∣∣∣∣
b=1

. (5.145)

Substituting the result (5.143) we arrive at
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σ(a)+aσ

′(a)
) 1

dL(lna)
da

= a
(
σ(a)+σ

′(1)
)
. (5.146)

Introducing the notation x = lna the following differential equation follows from
the above:

e−x d
dx

[ex
σ(ex)] = L′(x)

[
σ(ex)+σ

′(1)
]
. (5.147)

The solution of this differential equation can be expressed by analytic quadrature
formulas. In order to achieve this we introduce the function g(x) satisfying

ex
σ(ex) = g(x)eL(x). (5.148)

Now the derivations in the equation (5.147) are carried out with the result

eL(x)−xg′(x)+g(x)eL(x)−xL′(x) = L′(x)
(

g(x)eL(x)−x +σ
′(1)
)

. (5.149)

Here the terms containing g(x) cancel and we are left with a simple, integrable
equation:

g′(x) = σ
′(1)L′(x)ex−L(x). (5.150)

This general result includes the classical formula as a particular case for L(x) = x:
then L′(x) = 1, g′(x) = σ ′(1) and therefore g(x) = σ(ex) = σ ′(1)x. This is the fa-
mous logarithm formula since x = lna: σ(a) = σ ′(1) lna. According to the classical
Boltzmann formula σ ′(1) =−kB, the negative of the Boltzmann constant.

Let us integrate the general equation (5.150) by setting σ ′(1) =−kB. We obtain

g(x) =−kB

x∫
0

L′(u) eu−L(u) du. (5.151)

Expressing out σ from the definition (5.148) we have

σ(ex) = g(x) eL(x)−x = −kBeL(x)−x
x∫

0

L′(u) eu−L(u) du. (5.152)

Replacing finally x by lna we obtain the entropy density function we were seeking
for as

σ(a) =−kBeL(lna)−lna
lna∫
0

L′(u) eu−L(u) du. (5.153)

Summarizing, by using this formula the entropy S = ∑i piσ(pi) is additive at the
non-factorizing probabilities which satisfy

L(lnwi j) = L(ln pi)+L(lnq j). (5.154)
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Finally it is interesting to note that while the equation (5.138) corresponds to a given
way of generalizing the product formula, i.e.

lnc = lna⊕ lnb = L−1 (L(lna)+L(lnb)) , (5.155)

there is another ”natural” way to generalize by using the deformed logarithm func-
tion. Requiring

lnd c = lnd a+ lnd b, (5.156)

leads to
lnc = Ld

(
L−1

d (lna)+L−1
d (lnb)

)
(5.157)

upon using the definition of the deformed logarithm. Comparison with the form
(5.155) reveals that the formal logarithm functions used in the respective definitions
of a formal product formula are inverse functions to each other.

5.3.3.1 Generalized Stosszahlansatz: entropic non-additivity

A particularly interesting and useful instance of generalizing the product formula
emerges in attempts to generalize the Boltzmann equation[43, 44, 45, 46, 47, 49].
The original Boltzmann equation, describing the time evolution of the one-particle
phase space distribution, uses the so called ”Stosszahlansatz”, a definite assump-
tion about the probability rate of pairwise particle collisions. The essential physical
assumption is that by a micro-collision the partners have already forgotten their pre-
vious momentum- (and in inelastic collisions energy-) exchange. From this follows
that the collision rate is simply proportional to the phase space density of both part-
ners. The Boltzmann equation then accounts for both scattering in and scattering out
with respect to a given momentum state (a point in phase space).

For our argumentation here only the very abstract structure of the Boltzmann
equation is important and its connection to entropy production. Our questions are: i)
how to generalize the Stosszahlansatz and ii) what is the ”proper” entropy formula
satisfying the second law of thermodynamics. We use therefore a compact notation,
simply indices 1,2,3 and 4 denote quantities and the corresponding phase space in-
tegrals associated to the colliding partners 1 and 2 before, 3 and 4 after the pairwise
collision, respectively. The differential cross section governing the rate of events as
well as energy and momentum conserving constraints will be comprised in a sin-
gle factor, w1234. This way both the original Boltzmann equation and its possible
generalized pendants have the following form

ḟ1 =
∫

234

w1234 (G34−G12) . (5.158)

Here the gain and loss factors are composed in the knowledge of the individual
phase space densities. In the original Stosszahlansatz Boltzmann assumed

Gi j = fi · f j. (5.159)
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We note that also the Uehling-Uhlenbeck extension, using blocking factors of the
type 1− fk, can be casted into the above form. Assuming namely

ḟ1 =
∫

234

w1234 [ f3 f4(1− f1)(1− f2)− f1 f2(1− f3)(1− f4)] , (5.160)

the positive and – more important – in all of the four indices entirely symmetric fac-
tor (1− f1)(1− f2)(1− f3)(1− f4) can be attached to the rate-and-constraint fac-
tor, w1234, having the same index permutation symmetry properties. This way one
achieves the equation

ḟ1 =
∫

234

w̃1234

[
f3 f4

(1− f3)(1− f4)
− f1 f2

(1− f1)(1− f2)

]
, (5.161)

with
w̃1234 = w1234(1− f1)(1− f2)(1− f3)(1− f4). (5.162)

It reveals the following generalized product formula underlying the modified Stoss-
zahlansatz:

Gi j =
fi

1− fi
·

f j

1− f j
. (5.163)

In both the Boltzmann and Boltzmann-Uehling-Uhlenbeck cases the factor formula
is really a product of simple functions of the respective one-particle phase space
distributions.

We shall show below that the generalization of the Stosszahlansatz via the de-
formed logarithm function, i.e. the ansatz

lna Gi j = lna fi + lna f j, (5.164)

leads to a physically meaningful generalization of the Boltzmann equation. Two
important features have to be analyzed: the detailed balance solution and the entropy
production during the evolution according to the general Boltzmann equation.

The detailed balance solution is set whenever the value inside the bracket in
(5.158) is zero. In the original equation this means

f1 f2 = f3 f4. (5.165)

Since the one-particle energies are assumed to be additive in such collisions, i.e.
E1 + E2 = E3 + E4 is required, the detailed balance equation (5.165) actually maps
the addition of energy onto the product of phase space densities. This way the energy
dependence of the individual particle distributions in the detailed balance state can
only be4 the exponential function:

4 More than that, the chemical potential terms, µ , may also differ as long as their sum satisfies
µ1 + µ2 = µ3 + µ4.
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feq(E) = eβ (µ−E). (5.166)

In the Uehling-Uhlenbeck case from the factorized form (5.163)

f1

1− f1
· f2

1− f2
=

f3

1− f3
· f4

1− f4
(5.167)

it follows that the exponential function of the energy has to be the following expres-
sion:

feq(E)
1− feq(E)

= eβ (µ−E). (5.168)

Expressing from this the equilibrium distribution one naturally arrives at the Fermi-
Dirac formula

feq(E) =
1

eβ (E−µ) +1
. (5.169)

We note that using the enhancement factors, (1+ fk) instead of the blocking factors,
one arrives at the Bose-Einstein formula with a similar effort:

feq(E) =
1

eβ (E−µ)−1
. (5.170)

Now the question arises, what is the detailed balance one-particle energy distribution
relying on a more general Stosszahlansatz of the type formulated in (5.164). In this
case the energy addition E1 +E2 = E3 +E4 is mapped to the general detailed balance
condition,

G12 = G34 (5.171)

meaning the equality of deformed exponentials of respective sums of deformed log-
arithms. Since, however, the deformed exponential – at a fixed deformation scale
parameter a – is a strict monotonic function, it means the equality of the respective
sums of deformed logarithms:

lna f1 + lna f2 = lna f3 + lna f4. (5.172)

Following the above argumentation we arrive at the conclusion that the one-particle
energy distributions in the detailed balance state in this case should be the deformed
exponentials

feq(E) = e−βE
a . (5.173)

5.3.3.2 Generalized pair condition: energetic non-additivity

In principle not only the entropy may be a non-additive function of the number of
the physical degrees of freedom, but any other, in the classical treatment extensive
quantity. Most prominently, the energy may follow a nontrivial composition rule
when unifying two subsystems. Universality class in thermodynamical sense may
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emerge only if this energy composition law is expressible as a function of the in-
dividual subsystem energies: E1⊕E2 = h(E1,E2). In the view of the Boltzmannian
approach, this time not the form of the Stosszahlansatz, but the energy constraint is
modified.

It is important to emphasize that the energy conservation is not violated: in 1 +
2→ 3+4 type two-body collision the total composite energy of the pair is the same
before and after the collision:

E1⊕E2 = E3⊕E4. (5.174)

However, the composition prescription is not necessarily additive, nor it becomes
close to additive after infinitely many repetitions when simulating a genuinely entan-
gled internal energetics. The usual argumentation for neglecting such effects relies
on the conjecture, that the additive part of the subsystem energies – in the extreme
case that of single particles – growth with the volume, while the interaction part
among them, which may deform the addition rule, growth less. In the thermody-
namical limit therefore the additivity is established.

These classical arguments do not hold for physical systems not conforming with
this negligibility rule. Measured in terms of the number of degrees of freedom, N,
instead of the less easily described volume variables, large systems sometimes have
an energy component which is more than linear (superlinear) in N. Such systems
are non-extensive systems. What physical factors may compromise the neglection
of energetic entanglement terms besides the additive (”N-extensive”) ones? First of
all a fractal phase space filling pattern, meaning an effective dimensionality less
than required for the proportionality to N, leads to a situation, where the additive
and non-additive contributions may re-define the chances in the race towards the
thermodynamical limit. This pattern may be only metastable, long but not ever last-
ing in the real physical world, but mathematical models handling them as quasi-
equilibrium states unavoidably lead to a version of non-extensive thermodynamics.
Another broad class of possibility is long range interaction. Speaking in geometri-
cal terms the non-additive to additive ratio in the composition of thermodynamical
energy is formulated as

nonadditive terms
additive terms

∼ interface area× interaction range
volume

∼ A`

V
∼ Nα−1/3. (5.175)

Traditional thermodynamics applies whenever α < 1/3. However, already in the
marginal case, when α = 1/3, (as in the case of a linear potential signaling confine-
ment of pairs of particles), non-additive terms may survive the thermodynamical
limit of N→ ∞ [35].

The Boltzmann equation can be generalized also alongside the line of applying
non-additive energy composition rules. A chance for success in this description is
rooted in the separability of the interaction events into pairwise interactions. But
this alone does not forces the energy additivity formula upon us. Let us inspect the
general situation of three consecutive pairwise microcollision events (cf. the figure
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Fig. 5.5 Schematic graph of consecutive pairwise two-body collisions requiring associativity of
the energy composition law.

5.5). We denote these microscopic interaction events by A, B and C. The involved
particles shall have indices 1, 2 and 3. In the event A particles 1 and 2 interact,
then in the event B particles 2 and 3, finally in the event C particles 1 and 2 again.
Admittedly such a situation is not typical if the events are rare – an assumption
Boltzmann originally applied. The energy compositions for all three particles now
has to be regarded. At the beginning EA = (E1⊕E2)⊕E3. After the collision event A
E ′A = (E ′1⊕E ′2)⊕E3, the energy is conserved as E ′A = EA. Now in event B particles 2
and 3 collide. The question is whether particle 2 had forgotten its previous collision
(interaction with partner 1) by this time. Similarly we have

EB = E ′1⊕ (E ′2⊕E3) = E ′1⊕ (E ′′2 ⊕E ′3) = E ′B

before and after event B. If forgetting is statistically relevant and dynamically al-
lowed, then EB has nothing to do with E ′A. On the other hand, if the same particle
2 takes part in both the A and B interaction events and nothing else happens, then
obviously EB = E ′A. This equality requires

(E ′1⊕E ′2)⊕E3 = E ′1⊕ (E ′2⊕E3)

i.e. exactly the associativity of the composition rule. Although the simple addition is
definitely a particular solution to this requirement, this is not the only solution. The
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energy composition rule being, however, associative, there is an additive quantity,
L(E) as we have shown in previous subsections5.

A non-extensive Boltzmann equation can be then used[42] to model such a chain
of events, containing a general formula for the pair-energy expression before and
after collisions. In its general structure,

ḟ1 =
∫

234

w1234δ1234 ( f3⊗ f4− f1⊗ f2) , (5.176)

the constraint δ -factor is generalized to

δ1234 = δ (h(E1,E2)−h(E3,E4)) δ
3 ((p1 +p2)− (p3 +p4)) . (5.177)

In principle the momentum composition formula also may be more general than the
addition, but for the sake of simplicity we do not pursue that possibility here.

An interesting and immediate consequence of this assumption is that now the
(generalized) product formula maps a generalized addition by fulfilling the detailed
balance condition

f (E1)⊗ f (E2) = f (E3)⊗ f (E4),
L(E1)+L(E2) = L(E3)+L(E4). (5.178)

The general stationary solution in a detailed balance state then is composed from
a deformed exponential due to the generalization of the product formula in the
Stosszahlansatz and from the formal logarithm of the generalized energy compo-
sition rule:

feq = eβ (µ−L(E))
a (5.179)

with β = 1/T playing the role of the absolute temperature and µ that of a chemical
potential associated to the mean additive-energy, L(E)/N and to the particle number
N, respectively.

In computer simulations all traditional Monte Carlo methods can be used with
the caveat that L(E) and the function ex

a are to be utilized in place of E and the
exponential function ex. For theoretical studies up to now only the one or the other
generalization has usually been studied [48], but physically the statistical (entropic)
and dynamical (energetic) entanglement of individual degrees of freedom (particles)
may emerge due to the same cause. More complete treatments, also in terms of
thermodynamical studies, are waited for.

5.3.3.3 Generalized evolution: the H-theorem

The very essence of Boltzmann’s equation was not the detailed balance solution
leading to the Maxwell-Boltzmann distribution of velocities of atoms in an ideal

5 The corrections need to depend on the energies only, otherwise it is not so simple.
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gas upon using the non-relativistic energy formula E = p2/2m. The greater part of
excitement was caused by the proof of irreversibility; by showing that the entropy
defined by Boltzmann’s logarithmic formula cannot be decreased during the evo-
lution described by the Boltzmann equation. This was much of a wonder, since all
quantities related to micro-collisions, comprised in the factor w1234, were symmetric
to the direction of time: exchange of quantities between indices 1 and 2 with 3 and
4, respectively. A time-reversible microdynamics seemingly led to an irreversible
growth of the macroscopic entropy6,

S =−
∫

f ln f . (5.180)

The time-reversal symmetry is broken in the difference between a typical initial
state, described by a one-particle phase space distribution, f at time zero, and the
statistically most probable final state after a long time. This result contradicts to the
”recurrence lemma” of Poincare, who mathematically had proved that by an ergodic
dynamics any mechanical system returns to an arbitrary close vicinity of its starting
point in the phase space. The resolution of this contradiction lies in the hierarchy
of typical times characteristic to these two statements: In order to come close to a
detailed balance solution of the Boltzmann equation on the average 2−3 collisions
per particle are needed, so altogether ∼ N collisions in a gas of N particles. For a
recurrence near to a single arrangement of N particles in the phase space, even if
each may have only a few different states, like half spin particles with fixed position
would have only 2, the necessary time is in the order of N ∼ 2N . In case of an
infinite time observation, one observes a configuration near to the detailed balance
solution much more frequently than near to a recurrent configuration. For N → ∞

the latter is statistically irrelevant, since N/N → 0.

We do not repeat Boltzmann’s original proof here, it can be found in several
textbooks on statistical mechanics. Instead we deal with the same problem for the
generalized Boltzmann equation right away[50]. In this respect we include gener-
alizations of the Stosszahlansatz as well as that of the energy composition rule.
Furthermore the evolution operator, so far denoted by an overdot in the equations
of the previous subsections, also will be generalized. The more classical general-
ization is that of Vlasov, describing the evolution in collisionless plasmas, the so
called ”free streaming”. In that case the phase space density at a given point, x in
configuration space also changes due to streams of incoming and outgoing particles.
The corresponding currents are convective, they are equal to the product of density
and velocity. For relativistic momenta, p, particles have the velocity v = p/E. Com-
prising energy and momentum in a four-momentum, pµ = (E,p) (in units where
c = 1), the energy itself is the first component of the four-momentum, denoted by
index 0. Similarly partial derivatives with respect to time and space are comprised
into a four-gradient operator, ∂µ = ( ∂

∂ t ,∇). Collecting all terms together, convective
currents generalize the evolution operator to

6 Boltzmann originally presented his proof for the negative of the entropy, called a quantity H,
hence the name ”H-theorem”. H cannot be increased in this case.
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ḟ =
pµ

p0 ∂µ f =
∂ f
∂ t

+(v ·∇) f . (5.181)

In this setting the energy of individual particles E = p0 may depend on the three-
vector momentum, but not on the position in ordinary space. This way the phase
space density is local in space and is evolving in time, f = f (t,x,p).

The most general Boltzmann equation, we are going to present an H-theorem
for, includes one more possible extension: It is possible that not f , but a certain
function of it, say F( f ), describes the quantity whose phase space integral is nor-
malized. To give an example, several authors describe non-extensive plasmas by
using a power of the original quantity, F( f ) = f q with the parameter q being near to
one. This means that while still the f densities enter into the probabilistic formula
of the Stosszahlansatz, the normalized quantity over one-particle phase distribution
is F( f ). Therefore the Boltzmann-type evolution equation has the following form:

pµ

p0 ∂µ F( f1) =
∫

234

w1234 (G34−G12) . (5.182)

Here the fully index-symmetric rate factor, w1234 includes energy and momentum
conserving constraints, too. We shall see, that Boltzmann’s result on entropy growth
by approaching the detailed balance solution, depends only on the use of index-
symmetry and antisymmetry properties. All other details are irrelevant.

Now the question is, how to compute the entropy. Since we are considering now
the general situation which counts also for streaming in configuration space, we
have to use an entropy four-current. It is considered to be convective, similar to
the normalizable (conserved) current expression. The only part which is unclear at
this moment is the correspondence between local entropy density in the comoving
frame and the normalized particle density F( f ). To start with, we assume a general
functional form, σ(F) for the entropy density in the frame comoving with the local
streaming. Our formula becomes

Sµ =
∫ pµ

p0 σ(F( f )). (5.183)

The local and Lorentz-covariant balance equation for this entropy current is then
given by

∂µ Sµ =
∫
1

σ
′ (F( f1))

pµ

p0 ∂µ F( f1). (5.184)

Replacing now the very evolution equation (5.182) into this result one obtains

∂µ Sµ =
∫

1234

w1234 σ
′
1(G34−G12). (5.185)
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Here we used the shorthand notation σ ′i = σ ′(F( fi)) = dσ/dF for i = 1. Now the
index symmetries are utilized. Since this integral is over all phase space coordinates
of 1, 2, 3 and 4, these are just dummy indices. We can exchange 1 and 2, or 3 and 4
and still have the same quantity. Furthermore an exchange between the index block
1,2 and 3,4 – physically reversing the microcollision – also can be done, with the
caveat, however, that in this case the G-terms also change place and an overall minus
sign emerges. Summing up the same integral in four different notations, with two of
them with a relative minus sign, one arrives at

∂µ Sµ =
1
4

∫
1234

w1234
(
σ
′
1 +σ

′
2−σ

′
3−σ

′
4
)
(G34−G12) . (5.186)

There is a general way to keep this quantity non-negative, even to do this irrespective
to the rate-and-constraint factor w1234. The product of the two bracketed quantities
in the above equation show the same index permutation structure. The respective
sums of σ ′ terms has to be then correlated to the gain and loss terms, G, in a way
that the product of the two brackets remains non-negative. We demand that

(Φ(G12)−Φ(G34)) (G34−G12)≥ 0. (5.187)

This is ensured for any monotonic falling function Φ(z). Only if Φ(G34) < Φ(G12)
at G34 > G12 and Φ(G34) > Φ(G12) at G34 < G12 is fulfilled, is the above product
(5.187) positive. The third possibility is that both factors are zero. It happens due
to Φ(G12) = Φ(G34) at G12 = G34. This equality is nothing else than the detailed
balance condition. This way the evolution governed by the generalized Boltzmann
equation always increases the accordingly constructed entropy, unless the detailed
balance distribution is achieved. Then the entropy is maximal.

In conclusion the entropy density has to be constructed as an expression satisfy-
ing

σ
′(F( f1))+σ

′(F( f2)) = Φ(G12), (5.188)

with Φ being a strict monotonic falling function. Remembering that the gain and
loss terms are expressed via the deformed exponential and logarithm functions as
Gi j = ea(lna( fi)+ lna( f j)), the only such entropy definition is given if we satisfy

σ
′(F( f )) =−α lna( f )+K, (5.189)

with a positive α and an yet undetermined constant, K. The monotonic falling func-
tion in this case is given by

Φ(G) =−α lna(G)+2K. (5.190)

The differential equation (5.189) is solvable by quadrature with the formal result

σ( f ) =
∫

(−α lna f +K)F ′( f )d f . (5.191)
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The constant K is set by requiring σ(1) = 0, a further constant stemming from
the integration by σ(0) = 0, in the result. Finally α can be fitted to the traditional
Boltzmann formula in the limit F( f )→ f and a→ 0. By doing so we arrive at the
Boltzmann constant, α = kB.

The general conclusion is, that a convective entropy four-current constructed in
accordance with the deformed logarithm of the one-particle phase space density will
never decrease during the evolution governed by a generalized Boltzmann equation.
Statistical irreversibility is robust against changing quite a few ingredients in Boltz-
mann’s original equation.

5.3.4 Generalized canonical formula and thermal equilibrium

Armored with these experiences with a possible generalization of the Boltzmann
equation a generalized canonical formula at equilibrium can be formulated. The
volume integral of the entropy density - neglecting currents - is given by

S =
∫

d3x
∫ d3 p

(2π h̄)3 σ( f ). (5.192)

This quantity has to be maximized while seeking for an equilibrium state. For the
sake of brevity we shall denote the phase space integrals by a simple integration sign.
There are still further constraints. In the generalized setting F( f ) is the normalized
quantity, so one constraint is ∫

F( f ) = N. (5.193)

Not using further constraints one arrives at a microcanonical equilibrium. Using a
Lagrange multiplier ᾱ , one requires

δ

δ f

∫
(σ( f )− ᾱF( f )) = 0. (5.194)

Using the general entropy form (5.191) its derivative with respect to f can be ob-
tained by using the chain rule:

dσ

d f
= σ

′F ′ = (−α lna f +K)F ′( f ). (5.195)

Utilizing this result at the evaluation of the variational equation (5.194) we arrive at

(−α lna f +K)F ′( f ) = ᾱF ′( f ). (5.196)

Its resolution for f is independent of the actual form of F( f ) and is expressed by
the parameters α , a and ᾱ . Anyway the result is independent of the phase space
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position, in particular of the particle energy. Microcanonical equilibrium is always
realized by equipartition.

The canonical equilibrium on the other hand also utilizes a further constraint:
that of the total, in general non-additive, energy,∫

L(E)F( f ) = L(Etot). (5.197)

In this case the variational problem is supported by a new Lagrange multiplier (β̄ )
times this constraint and one arrives at the following condition for the canonical
equilibrium

(−α lna f +K)F ′( f ) = ᾱF ′( f )+ β̄L(E)F ′( f ). (5.198)

Again the equilibrium solution is independent of the very functional form of F( f ),
but now it includes besides the deformed logarithm lna f due to probability en-
tanglement also the formal logarithm of one-particle energy L(E). The canonical
distribution coincides with the result of the generalized Boltzmann equation,

f = eβ̄ (µ−L(E))
a . (5.199)

The canonical distribution is hence not always exponential in the individual ener-
gies, like the Gibbs-Boltzmann distribution. It can be deformed essentially in two
ways: i) by the formal logarithm of the energy composition rule and ii) by a de-
formed logarithm counting for correlations in the entropy formula or equivalently
in the underlying generalization of the product formula for entangled individual
probabilities. Already one of these effects suffices to have a non-exponential, in par-
ticular a power-law tailed distribution in a formally canonical equilibrium state. On
the other hand the question of normalization to particle number, i.e. the very choice
of the function F( f ) does not disturb at all the familiar derivation of the equilib-
rium distribution. The only condition is that all constraints, e.g. both the number
normalization and summing up of the additive formal logarithm of the energy uses
the same function F( f ).

Finally we summarize the four laws of general thermodynamic composition
rules:

1. Repetition of general composition rules – by coupling small amounts to an
accumulating result – leads asymptotically to associative rules.

2. All associative rules are mapped to addition by their formal logarithm.
3. In terms of these additive formal logarithms all classical thermodynamic

formulas apply.
4. The equilibrium distribution of measured quantities are the usual functions

of formal logarithms: they are deformed.
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Problems

5.1. Derive the general result (5.17) by executing the integration (5.16) and substi-
tuting into the formula (5.15). What can one tell about the limits D→ 0 and C→ 0?

5.2. Consider the expectation value of the Taylor expansion with a Gauss-distributed
deviation. What could be the next term continuing the construction recipe for Fisher
entropy?

5.3. What is the asymptotic rule to Einstein’s velocity addition rule:

u⊕ v =
u+ v

1+uv/c2 ?

5.4. Is the following rule associative?

x⊕ y = x+ y+
a

1
x + 1

y

5.5. Obtain the formal particle-hole correspondence for the deformed Fermi and
Bose distributions:

fa(x) =
1

ea(x)+1
, and ga(x) =

1
ea(x)−1

.

What replaces the known results, f0(−x) = 1− f0(x) and −g0(−x) = 1+g0(x) for
general values of the parameter a?

5.6. What is the canonical energy distribution with an additive energy and the fol-
lowing entropy composition rule?

S12 = S1

√
1+a2S2

2 +S2

√
1+a2S2

1.

5.7. Obtain the canonical energy distribution for the following class of pairwise
energy composition rule:

E1⊕E2 = E1 +E2 +
a
2
(E1 +E2)2.

5.8. Verify that the Rényi entropy is additive for factorizing probabilities.

5.9. Construct a composition rule which does not have a thermodynamical limit.

5.10. Compare the Rényi and Tsallis entropy formulas for binary (1.bit) events, p1 =
p, p2 = 1− p. Discuss the location and value of maximum and the convexity.

5.11. Calculate the pressure for a massless ideal Boltzmann gas with canonical
Tsallis-Pareto energy distribution with no chemical potential.



Chapter 6
The temperature of moving bodies

We present the debate about the correct relativistic transformation formula for
the temperature and its modern resolution based on relativistic hydrodynamics.
Thermal-like particle spectra from high-energy heavy-ion collisions are shown and
interpreted.

In this chapter we deal with those challenges for basic thermal concepts which are
related to the relativistic motion. When massive bodies move with a speed close to
that of the light, or when considering the thermodynamics of radiation itself (when
the particles of the statistical system all move exactly with the speed of light), we
cannot avoid a relativistic statistical mechanics. It is, however, not so that only some
formulas would have to be changed, like the Maxwell-Boltzmann distribution to
its relativistic version. Some of the basic concepts of classical thermodynamics,
most prominently the ”timelessness” of the equilibrium state, are challenged by
special relativity. The concept of ”equal time” can be established without problem
only locally when dealing with relativistic systems. Synchronization of time over
an extended volume becomes a nontrivial issue in the relativistic thermodynam-
ics. While the particle picture may choose to consider eigentimes along individual
particle paths, the continuum approach to substances, like hydrodynamics, has to
carefully establish local quantities as building blocks of the theory.

We review in this chapter some amazing problems related to the concept of ther-
modynamical temperature in relativistic systems. We start with issues of relativistic
thermodynamics, joining to a classical debate about the proper relativistic transfor-
mation formula for the absolute temperature. This leads us over to the relativistic
hydrodynamical approach with an emphasis on the treatment of the energy dissi-
pation and heat transfer processes. By doing so we deliver a possible modern reso-
lution of the classical controversy about the relativistic temperature[51]. Following
this the handling of a possibly non-local entropy in a local theory of continuums is
demonstrated.

147
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6.1 Relativistic thermodynamics

Relativistic thermodynamics, may it sound surprising, is not yet an established the-
ory. The origin of seeming paradoxes and unsettled notions lies in the controversy
between the classical thermodynamical limit of extended systems and the ideal of
a local description of relativistic dynamics satisfying principles of causality and
stability. Although the most known laws of thermodynamics refer to an ideal, long-
term equilibrium state, in fact most of its statements foot on real or just imagined
processes, changing among such states. The theory of special relativity poses a con-
straint on the speed of the propagation of any physical signal, and with that on the
speed of change of the thermal state.

An important example is the propagation of heat. Fourier’s heat-diffusion equa-
tion, describing an average distance of an energy packet from its origin growing
like r ∼

√
t, in fact assumes a velocity for this special kind of energy transfer as

v∼ 1/
√

t. This formula, however, collides with the relativistic limitation on the ve-
locity, v ≤ c. The worse that this conflict occurs at short time. Of course, one may
claim that the diffusion equation is invalid for short times, but the quantitative value
of this t0 will then depend on material properties, like the diffusion constant (or in
case of the Fourier equation on the heat conductivity coefficient). Such a solution is
not satisfying. One would better like to have a relativistic equation for heat conduc-
tion, which in the limit of low energy transport speed comes close to the classical
diffusion-like equation. Such a relativistic equation in fact must contain a descrip-
tion of heat waves, never propagating faster than the speed of light.

In the next section we select out the concept of temperature to face with require-
ments of the theory of special relativity. We present contradicting views about the
correct transformation formula of the absolute temperature by relativistic motion
and a possible generalization starting from a local description in the framework of
relativistic hydrodynamics.

6.2 Disputes about the temperature at relativistic velocities

Albert Einstein’s famous paper about the electrodynamics of moving bodies, ”Zur
Elektrodynamik bewegter Körper” [52], opened the road for the theory of special
relativity by pointing out that the Lorentz transformation inherent in the Maxwell
equations can be derived starting from simple mechanical postulates about the mo-
tion in general. Combining the relativity principle – known since Galilei – with the
invariance of the speed of light all rules of the Lorentz transformation can be eas-
ily derived. This was a major step towards generalizing our concepts about motion,
space and time and correspondingly about momentum and energy. Following this
step, in fact all classical physical quantities have to face the ”relativity test”.
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It might be less known that in particular the concept of temperature was also
in the focus of interest of Einstein, Planck and several colleagues. Contemporary
debates inflamed about the proper Lorentz transformation formula for the tempera-
ture when moving a heated body. There were, however, several, mutually excluding
answers. Einstein himself has varied his point of view. This problem has some intri-
cacies not settled until today.

How large is the temperature of a body moving with relativistic speed? This ques-
tion – however naive it seems – is not easy to answer. Planck and Einstein concluded
that it appears cooler by a Lorentz factor. But Einstein, in private correspondence
to Laue, also argued for the opposite case, i.e. that it appeared hotter by a Lorentz
factor. Heinrich Ott, a student of Sommerfeld attacked the ”official” opinion and
argued for the hotter apparent temperature. His article, published in 1963, caused
some uncertainty among experts. Preceding this debate, in 1947 a study has been
published in French in a local Croatian journal by Danilo Blanusa, a mathemat-
ics professor in Zagreb ”About the paradox notion of energy”. His result was Ott’s
formula: moving bodies appear hotter by a Lorentz factor. But this publication re-
mained widely unknown. Not much later than Ott, in 1965, Peter Landsberg wrote
a couple of articles in Nature. He stated that using the correct logic the temperature
of the moving body is unchanged (so the temperature is a Lorentz scalar quantity).
Both the Planck-Einstein and the Blanusa-Ott opinion can be true, only if there is
no apparent change in the temperature due to a moving observer. This debate and
its ”resolution” reminds to the famous twin paradox.

In the afterlife of this debate several facets of the problem have been discussed.
Several authors pointed out the fact that the apparent temperature must depend on
the way it is measured or defined. In particular considering the radiation of a ther-
mal black body there is a relativistic version of the Doppler effect. Bodies moving
towards the detector look hotter, their spectra undergoes a blue shift, while depart-
ing bodies appear cooler, showing a red shift. In this case not only a Lorentz factor,
but also the classical Doppler factor occurs in the proper temperature transformation
formula.

Moreover this problem has been investigated from the viewpoint of the zeroth law
of thermodynamics, too. Here the focus question is how shall thermal equilibrium
be established between bodies moving with relativistic speed, or between parts of
a gas cloud with relativistically moving particles. For ideal gases, without internal
energy dissipating currents, it turned out that the relative velocity has to vanish in
thermal equilibrium. Naturally in this case the temperatures are equal[53].

In order to analyze this problem closer we have to deal with a local version of
thermodynamics, since only this can be handled relativistically at the end. This local
thermodynamics, based on the densities of extensive variables and their currents,
is hydrodynamics. Relativistic hydrodynamics is based on energy and momentum
conservation and on the assumption that the equation of state can be formulated
locally, as a relation solely between densities of the thermodynamical extensives.
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6.3 Thermodynamics of energy and momentum exchange

The key point is that relativistically energy and momentum are just projections
of a more complex quantity, the four-momentum. The density and current of the
four-momentum is then described by a four-tensor in spacetime, by the energy-
momentum tensor, Ti j. Considering moving bodies, moving sources and detectors
of energy as well as moving observers, this tensor occurs by different projections in
the different systems. Here is in fact room for apparent differences in the results of
local measurements, while there are some invariant combinations. The very question
is, how they relate to the thermodynamical temperature.

A minimalistic description of special relativistic continua considers the local en-
ergy and momentum conservation law,

∂iT i j = 0. (6.1)

Here the indices i and j run over all four spacetime directions. By building a bridge
to the language of classical thermodynamics one has to deal with extended bodies.
The local four-momentum conservation law (6.1) has to be integrated over larger
volumina occupied by the considered bodies. By doing so the question of time
synchronization emerges. While there is no general, global solution to this syn-
chronization problem, thermal equilibrium itself – being an infinite time stationary
state in all respective reference frames – can be defined independently of the move-
ment of possible observers. Based on this view one can determine corresponding
volume-integrals of the internal and of the dissipated energy and momentum. The
consideration of the momentum balance, besides that of the energy, is the essential
novelty in relativistic thermodynamics with respect to the classical thermodynamics
of standing bodies.

The local conservation of energy and momentum is in fact related to the Gibbs
relation, to the equation describing the transformation of internal energy to heat
and mechanical work1. Considering relativistic energies, the transfer and change of
momentum is inherently connected to this law. This fact is expressed by new ”work
type” (i.e. non total differential) terms. Due to the occurrence of these terms the
concept of temperature also picks up new additives.

Also the condition for thermal equilibrium, i.e. the zeroth law of thermodynamics
and with that the definition of absolute temperature can be treated in a way conform
to relativistic hydrodynamics. In the equilibrium state (living long – infinite – time
subject to all reference frames) the entropy is maximal, isolated systems tend to re-
alize this macrostate most of their eigentime. The conditions for this equilibrium,
however, can be various: constraining on the total energy is only one of the possibili-
ties. Such conditions are taken into account with associated Lagrange multipliers by
the thermodynamical variational principle discussed in chapter 3 at length. We are

1 Also frequently cited as being the first law of thermodynamics.
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going to identify the proper Lagrange multiplicator to the energy constraint in the
relativistic case; this will be the reciprocal of the absolute temperature, β = 1/kBT .
But since the energy cannot be treated independently of the momentum in relativis-
tic approaches, our result will include a relation to the speed of the equilibrating
bodies, too.

Rigid bodies, strictly speaking, cannot exist. Assuming such bodies lead to a
number of paradoxes in the theory of special relativity. Considering extended pieces
of matter together with relativistic motion, it comes the closest to this concept a
body, inside which the time can be synchronized; i.e. a ”system-time” can be ex-
tracted from measurements. This is doable in a fluent environment only then, if the
local four-velocity, ui(x), is not accelerating: u̇i = 0. Namely in this case all hy-
persurfaces (in particular three-volumes) labeled by a given synchron-time remain
synchronized during the evolution. Such a special situation can only be achieved if
the locally spacelike derivatives of the pressure vanish, otherwise they would cause
an acceleration of the flow according to the Euler equation. We consider ∇i p = 0
while ui∇i = 0, i.e. in the four-dimensional spacetime the local vector field ui sig-
nals the system of comoving observers having the system-time as their proper time
coordinate. This way the spatial derivative four-vector is a projection orthogonal to
the ”time-direction”:

∇
i = ∂

i−ui(uk∂
k). (6.2)

6.3.1 Perfect relativistic fluid

Let us consider now the basic equation of relativistic hydrodynamics. The dynamical
equation describing the evolution of flow patterns, ui(x) = ui(t,r), is the Euler equa-
tion. In the non-relativistic version it describes the accelerating flow of particles due
to the pressure differences in the medium. Relativistically it describes the spacetime
evolution of the density and current of energy and momentum. The familiar con-
tinuity equation for the ”number density of atoms”, n, is in the relativistic context
just the leading term in the energy conservation: it describes the density of the rest
mass energy nmc2. The description of phenomena related to heat conductivity and
viscosity, the leading order dissipative effects, emerge then in next to leading order
in the 1/c2 expansion. Such terms lead to the Navier-Stokes and Fourier equations.

First we consider the idealistic case, the perfect fluid. In this case the dissipative
effects are neglected and the energy-momentum tensor, Ti j, shows a simple struc-
ture. Being in general a 4× 4, symmetric tensor it has four real eigenvalues: the
energy density, e, and the pressure eigenvalues p1, p2 and p3. In isotropic systems
there is a common hydrostatic pressure (it is called Pascal’s law) p1 = p2 = p3 = p.
There belong four eigenvectors to the four eigenvalues. These span out a reference
frame in the spacetime, a so called tetrad. Due to the Minkowski metric exactly
one of the eigenvectors is timelike. Choosing this for the description of the flow,
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one describes the relativistic flow in a frame locally comoving with the energy. The
eigenvector is normalized: uiui = 1.

A comoving observer’s own four velocity is the same as that of the flow, conse-
quently she/he measures ui = (1,0,0,0), i.e. a standing fluid. At the same time Ti j
is observed to be diagonal in this frame. The energy-momentum tensor for a perfect
fluid hence can be reconstructed in a general frame as being

T i j = euiu j− p
(
gi j−uiu j) . (6.3)

The energy density, e, and pressure, p, locally characterizes the flowing medium.
The conservation equation (6.1) suffices to determine four independent quantities,
say e and ui (since ui is normalized, it contains only three unknowns). The fifth
variable, in this case p, has to be specified as a function of the energy density. The
relation p(e), being the same everywhere in the same fluid, is characterizing the
quality of the flowing matter. This is the hydrodynamical version of the equation of
state. In the practice a parametric representation, p(T ),e(T ), is used, relying on the
temperature dependence of the local pressure and energy density.

We note by passing that further conserved currents (Noether currents) may also
occur; their flow is described by extra conditions

∂iJi = 0. (6.4)

In relativistic theories dealing with particle physics, such a current can be the cur-
rent of electric charge, or that of the baryonic charge or any other current related to
a conserved charge carried by the particles. By analyzing accelerator experiments
or cosmic rays often several conserved currents occur at the same time.

It is noteworthy that any such Ji = nvi four vector defines now a unit length
four vector, vi, which also may be regarded as a flow field. This flow field is then
associated to that particular charge. There is, however, no guarantee that the flow of
energy and another flow, say that of the baryon number, a difference between the
charges of baryons and antibaryons, would point out the same flow field. In fact one
has a choice in the relativistic hydrodynamical description. We use the convention
of Landau which relates the flow field to the energy, since it is generally accepted2.
In a non perfect fluid, showing internal dissipation, there remains however no reason
for any specific choice.

It is enlightening to consider some specific projections of the energy-momentum
conservation equation. The energy conservation – one basic column of thermody-
namics – in the comoving frame is given by

ui∂ jT i j = ui∂ j
(
wuiu j− pgi j)= 0, (6.5)

2 The fixing to the particle number is called the Eckart convention.
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with w = e+ p being the enthalpy density. Carrying out the derivations term by term
and using u ju j = 1 we get

ui∂ jT i j = ∂ j(wu j)+wuiu j
∂ jui−u j

∂ j p = 0. (6.6)

Here the several terms contain a derivation with respect to the comover’s proper
time, u j∂ j = d/dτ , this operation we shall denote by an overdot. The quantity uiu̇i

in the second term vanishes, since the length of the four vector is constant: (uiui)̇ =
2uiu̇i = 0. Using again the w = e+ p relation the rest leads to

ui∂ jT i j = ∂i(eui)+ p∂iui = 0. (6.7)

This form already reminds to the first law of thermodynamics. In fact the contribu-
tions of the internal energy change and mechanical work can be recognized after an
integration of the above equation over a four dimensional region of spacetime.

As a matter of fact all expressions in the form ∂i( f ui) can be integrated over a
time-dependent local three-volume, V giving3

∂i( f ui)V dτ = d( fV ). (6.8)

This correspondence is Reynold’s transport law. In particular for f = 1 the change
of the volume-like quantity V is related to the four-divergence of the four-velocity
field:

∂iui =
1
V

dV
dτ

= (lnV )·. (6.9)

It actually describes a local expansion factor, well known in general relativity and
cosmological models as the Hubble constant. On the other hand the product of the
volume V and the energy density e can be regarded as the internal energy inside V ,
E = eV with right. Using these interpretations equation (6.7) transforms to(

ui∂ jT i j)V dτ = dE + pdV = 0. (6.10)

The right hand side is zero only for perfect fluids. Dissipative processes produc-
ing heat or changing particle numbers due to chemistry eventually complete this
relation to the familiar Gibbs relation:

dE + pdV = T dS + µdN. (6.11)

The particular condition dE + pdV = 0 in the absence of processes changing particle
numbers, dN = 0, is equivalent to constant entropy: dS = 0. The motion of the
perfect relativistic fluid this way is always adiabatic.

3 Strictly speaking this is valid in the limit V → 0.In this sense V is only an auxiliary variable.
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6.3.2 Dissipative hydrodynamics

Let us now try to quantify the dissipation and entropy change in the framework
of relativistic hydrodynamics. The perfect fluid is only an idealization; in physical
matter there is always dispersion of energy and momentum at finite temperature.

Classical thermodynamics dealt with the exchange of heat and mechanical work
between extended bodies. Relativistic hydrodynamics is on the other hand a local
theory, otherwise it could not conform with requirement of causality, restricting the
propagation speed of physical effects. In the thermodynamical analysis the world is
divided into an inner and an outer region, inside and outside the extended body. In
the relativistic thermodynamics the energy and momentum conservation is satisfied
locally, but its integrals over spacetime regions can be separated to volume and
surface contributions. As a consequence the external work and the heat exchange
can be identified and separated from the change of internal energy.

The energy momentum tensor contains in this case new contributions. The for-
mula (6.3) is modified. Now the tensor T i j has some further non-vanishing projec-
tions:

T i j = euiu j +qiu j +uiq j +Pi j, (6.12)

where uiqi = 0 and uiPi j = 0, Pi ju j = 0. With this the above expression is the gen-
eral expansion. Since ui is timelike (uiui = 1 ≥ 0), a four vector orthogonal to it
is spacelike, qiqi ≤ 0. The spacelike tensor Pi j contains terms related to the pres-
sure; it is no more isotropic nor diagonal. The deviations from the perfect fluid are
emphasized if one separates its isotropic, hydrostatic part:

Pi j = p(uiu j−gi j)+Π
i j. (6.13)

In a perfect fluid Π i j vanishes, therefore T i
i = e−3p. In a dissipative fluid the bulk

viscosity causes a deviation from this formula. The additional terms in a dissipative
fluid emerge as

T i j =
(
wuiu j− pgi j)+ (uiq j +qiu j +Π

i j) . (6.14)

It pays off to introduce some more compact notations. The vectors and tensors par-
allel and orthogonal to the velocity field ui lead to separate equations. The local
four-current of energy density can be composed from a parallel and from an orthog-
onal component:

ε
j = eu j +q j. (6.15)

The hydrostatic pressure contains a projector orthogonal to u,

∆
i j = gi j−uiu j, (6.16)

and finally the rest can be summarized in a tensor which is orthogonal to ui, but has
an u j-projection equal to qi:
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Σ
i j = qiu j +Π

i j. (6.17)

According to this classification the total energy-momentum tensor consists of three
terms:

T i j = ui
ε

j−∆
i j p+Σ

i j. (6.18)

The derivation with respect to the spacetime coordinates also splits into components
parallel and orthogonal to ui: ∂i = uid/dτ + ∇i, as already mentioned above. The
local energy- and momentum conservation in a dissipative fluid then includes the
following contributions:

∂iT i j = uiṪ i j +∇iT i j =
(
uiT i j)·− u̇iT i j +∇iT i j. (6.19)

The first term in this expression is simply the proper-time derivative of uiT i j = ε j.
In the second term those parts of T i j which contain ui give no contribution since
u̇iui = 0. The rest is given by u̇iT i j =−u̇ j p− u̇iΣ

i j. Finally the spacelike derivative
(”nabla”-) term requires a little longer analysis. Considering the identity ui∇i = 0
we first obtain

∇iT i j = ε
j(∇iui)−∇

j p− p∇i∆
i j +∇iΣ

i j. (6.20)

In the spacelike derivative of the projector ∆ i j, however, this operation acts only on
the flow velocity field, therefore ∇i∆

i j = −∇i(uiu j) = −u j(∇iui). Putting all this
together we gain the following expression:

∇iT i j =
(
ε

j + pu j)
∇iui −∇

j p + ∇iΣ
i j. (6.21)

The three contributions together establish the following conservation equation:

∂iT i j = ε̇
j + pu̇ j− u̇iΣ

i j +(ε j + pu j)∇iui−∇
j p+∇iΣ

i j = 0. (6.22)

It is furthermore useful to combine the effects of factors due to the acceleration
of velocity field and the effect of the spacelike nabla operator in a single operation,
orthogonal to u: D j = ∇ j− u̇ j. This way u jD j = 0, and the conservation law appears
in the following, thermodynamically suggestive form:

∂iT i j = ε̇
j +(ε j + pu j)∇iui−D j p+DiΣ

i j = 0. (6.23)

We note that due to uiu̇i = 0 it is ∇iui = ∂iui = Diui. Now it is easy to obtain the
u j-projection of the above equation. Let us consider the terms individually. The
projection of the first term is given by

u j ε̇
j = ė+u jq̇ j. (6.24)

The second term’s projection is simply the enthalpy density:

u j(ε j + pu j) = e+ p = w. (6.25)
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The u j-projection of the third term vanishes, the corresponding projection of the
fourth term can be listed as follows:

u jDiΣ
i j = u j (∇i− u̇i)

(
qiu j +Π

i j)= ∇iqi− u̇iqi +u j∇iΠ
i j. (6.26)

Collecting these four terms one obtains the energy conservation equation in the
frame comoving with the flow:

u j∂iT i j = ė+u jq̇ j +w∇iui +∇iqi− u̇iqi +u j∇iΠ
i j = 0. (6.27)

Using finally the orthogonality of q and Π to the velocity field u one arrives at the
following energy balance equation:

ė+w∇iui = 2qiu̇i−∇iqi +Π
i j

∇iu j. (6.28)

It is evident that, due to the qi heat four current, in relativistic dissipative systems the
energy balance equation is not independent from the momentum balance equation
(Euler equation) which determines the acceleration of the velocity field, u̇ j. Even
restricting to non-accelerating flows, there remains a source term in form of −∇iqi,
indicating that the Gibbs relation does contain an energy-leak term. Therefore T dS
is not zero, but equals to the heat dissipated through the boundary surface of the
integration volume.

6.3.3 Dissipation in extended regions

In order to return to the relativistic thermodynamics of moving bodies we consider
non-accelerating flow, u̇i = 0. This can only be achieved if the spatial gradient of
the pressure also vanishes, ∇i p = 0. Using these conditions, equation (6.23) can be
simplified to

∂iT i j = ε̇
j +(ε j + pu j)∇iui +∇iΣ

i j = 0. (6.29)

This form can be easily integrated over a hypersurface, H(τ), which includes a
volume V (τ) slowly changing as a function of the comover’s proper time, τ . We note
that the flow field, ui(x), is not necessarily homogeneous, it is just non-accelerating.

Such an integration leads to a relation between the change of total energy and
momentum and the change of the volume and heat. Utilizing that ∇iui = V̇/V (cf.
eq.6.9), one arrives at

Ė j + pū jV̇ =−
∫

H(τ)

∇iΣ
i j dV, (6.30)

with
E j = Eū j +G j, (6.31)
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E =
∫

edV = eV total energy, G j =
∫

q j dV total conductive energy current and ū j =∫
u jdV/V average flow velocity of the body. The latter, assuming homogeneous

energy density, coincides with the velocity of the energy center. The volume integral
on the right hand side of equation (6.30) is that of a total divergence, therefore it can
be written as a surface contribution. The total dissipated energy and momentum in
a short proper time, dτ , is the correct relativistic four-vector generalization of the
heat transfer. Since dE j = ū jdE +dG j contributes to (6.30) by the total τ-derivative
of the internal energy and momentum, dG j itself is also a total differential and not
a work-like term. We obtain the following relation:

(dE + pdV )ū j +dG j = δQ j. (6.32)

Here the term dG j is novel compared to the classical Gibbs relation. The rest is just
the familiar dE + pdV term carried on a flow. One also should note that although ui
and qi are locally orthogonal, their volume integrals are not necessarily so. One may
feel necessary to rearrange the integrals again to terms parallel and orthogonal to ūi.
We may include the part of G j, which is parallel to ū j, into the internal energy E.
The rest of G j will then be orthogonal to ū j. In the following discussion we tacitly
assume that E and G j stand for such corrected quantities.

Now we seek for an integrating factor to the relativistic four vector of heat. In
this process also a four vector, A j, appears in place of 1/T .

(dE + pdV )ū j +dG j = A jdS +σ
jdτ. (6.33)

where σ j comprises terms orthogonal to A j. Projecting this equation with A j we
obtain a total differential of the comover entropy

dS =
A jū j

AkAk (dE + pdV )+
A j

AkAk dG j. (6.34)

It is obvious that the traditional 1/T factor of thermodynamics has to be the coeffi-
cient of the first two terms. By fixing this correspondence, however, the coefficient
of the novel term is still not determined entirely. It is a four vector, indicating that
besides the temperature, T , another quantity must be balanced between two bod-
ies in relativistic thermal equilibrium. The corresponding intensive variable of state,
following the tradition, can be defined by factorizing out 1/T :

g j

T
=

A j

AkAk . (6.35)

Now giūi = 1 is required for obtaining 1/T as a factor of the classical term
dE + pdV . However, it does not follow that in general gi = ūi. This is only a par-
ticular solution, even if a particularly simple one. Of course this assumption has
been made by several authors. Considering namely gi = ūi leads to the canoni-
cal equilibrium distribution exp(−ūiE i/T ), occurring to be a natural generaliza-
tion of the Boltzmann-Gibbs factor exp(−E/T ). In fact this has been proposed by
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Jüttner already in 1911[54, 55, 56]. Also by Israel and Stewart, when pioneering
a relativistic dissipative hydrodynamical description, this simplification has been
utilized[57, 58, 59].

Since according to our synchronization assumption the flow is stationary and
therefore the total differential of the global flow field of the body vanishes, dū j = 0.
The carried (convective) energy current and the four vector orthogonal to ūi de-
scribing spacelike energy conduction can be summarized in a single vector, E j =
Eū j +G j. Using this notation the relativistic Gibbs relation can be written as

dS =
g j

T
dE j +

p
T

dV. (6.36)

We consider now a general intensive parameter, g j = ū j + w j. Here the second
vector is spacelike. Due to the requirement g jū j = 1 it is perpendicular to the four
velocity of the moving body: w jū j = 0. At the same time the total vector, g j, has to
be timelike, because the growth of entropy physically happens in timelike regions
of the spacetime. This way the vector A j in equation (6.33) itself is timelike leading
to the above property of g j. Therefore we have

g jg j = (ū j +w j) (ū j +w j) = 1+w jw j ≥ 0. (6.37)

It follows then w jw j ≥−1. Being a spacelike vector this expression is also smaller
than zero. In conclusion the velocity defined by the ratio of the current component
of w j to its density component can only be subluminal. Here is the final test of
relativistic thermodynamics: velocities associated to energy and momentum transfer
are always less than the speed of light. In the figure 6.1 the possible endpoints of the
vector wi for a given timelike ūi lie on a line, Minkowski-orthogonal to the direction
of ūi and restricted between the spacelike hyperboles of unit apex.

In order to gain a visual picture we shall restrict the discussion to one time and
one space dimension in the followings. The motion of the thermodynamical body
is then described by the Lorentz vector ū j = (γ, γ v), while the energy conduction
by the spacelike vector w j = (γ v w, γ w) orthogonal to ū j. Here v is the Newtonian
velocity of the body and γ = 1/

√
1− v2 is the Lorentz factor in c = 1 units. The

velocity parameter w describes the velocity of conductive energy currents. Neither
v nor w may exceed the speed of light.

6.4 Relativistic thermal equilibrium

Let us consider now the thermal equilibrium between two bodies in relative motion
to each other and to the observer’s frame. In the equilibrium state the entropy is
maximal, under the condition that certain relations hold. By now, the energy and
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Fig. 6.1 Thermal equilibrium of important four vectors: a general case. The magnitude of the
relative velocity is v = −0.8, the heat current velocity in the observed body is w2 = 0.67. The
g-vectors have to be parallel, but not necessarily of equal length in equilibrium.

momentum conservation has to be regarded in a unified view. The changes in the
energy-momentum four-vectors of the respective interacting bodies balance each
other: dE j

1 +dE j
2 = 0. The situation is analog with the total volume considering

non-penetrating bodies, dV1 +dV2 = 0. Since the total additive entropy is at its max-
imum, its total differential is also zero: dS1 +dS2 = 0.

The general, relativistic entropy depends on the internal energy, E, on the vol-
ume, V , but also on the energy current G j! Therefore the proper relativistic equation
of state is of the following form: S = S(E j,V ). In thermal equilibrium, taking the
partial derivatives of the entropy from the equation (6.36) we obtain

dS1 +dS2 =

(
g j

1
T1
−

g j
2

T2

)
dE j

1 +
(

p1

T1
− p2

T2

)
dV1 = 0. (6.38)

Here each term has to vanish independently, i.e. for any combination of the infinites-
imal changes dE j

1 and dV1. Annulling the second bracket the familiar condition
p1/T1 = p2/T2 emerges, representing the equity of intensive parameters associated
to the volume change.
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Equating the first bracket to zero, however, gives more than the usual equity
of temperatures! The condition

g j
1

T1
=

g j
2

T2
(6.39)

requires the equity of two Lorentz vectors.

This requirement can be viewed as the equity of lengths and unit vectors (di-
rections in the spacetime). The squared Minkowski length of the intensive Lorentz
vector, g jg j = 1 + w jw j = 1−w2 ≥ 0, contains the velocity of heat conduction.
This way we arrive at the following equation containing both the temperature and
this velocity4:

√
1−w2

1

T1
=

√
1−w2

2

T2
. (6.40)

This wonderful formula demonstrates strongly the origin of the ”thermal twin
paradox”: for w1 = 0 the one, for w2 = 0 the other view about the modifying Lorentz
factor to the temperature is obtained. Viewing from a system where the total energy
conduction is zero, w1 +w2 = 0, obviously leads to T1 = T2, to the opinion expressed
by Landsberg. It should be clear, that by a Lorentz transformation from the general
case to any particular observer’s system, at one time only one of these conditions
can be fulfilled.

Without restricting the generality of the discussion we regard the body with the
index 1 as the thermometer. It means that w1 and T1 quickly obtain their value pre-
scribed by the equilibrium condition, it will be read out by the observer moving
with velocity v1, without disturbing the values w2 and T2 established by physical
processes in the body 2.

6.4.1 Relativistic Doppler effect and beyond

What have the Lorentz factors, associated to the internal heat conduction speed,
and the (average) velocities of the moving bodies, to do with each other? These
factors, independent in their origin, became related in thermal equilibrium, due to
the parallelization of the g j intensive four vectors. This fact hides the relativistic
Doppler formula as well as the correct answer to the thermal twin paradox. This

4 The velocity of the body is v, the heat conduction velocity with respect to the body is w. For a
general observer the latter appears as combined velocity, v⊕w = (v+w)/(1+ vw).
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Fig. 6.2 Important four-vectors in relativistic thermal equilibrium. The relative velocity is v =
−0.6, the observed body shows no heat conduction, w2 = 0. The velocity of the induced heat
current in the thermometer is w1 = v, and it indicates a temperature cooler by a Lorentz factor:
T1/T2 = ‖g1‖/‖g2‖= 0.8.

component of the equilibrium condition also explains why in thermal equilibrium
also the velocities of the bodies must become into relation.

We divide the equation (6.39) by its Minkowski-length expressed by the equation
(6.40). We obtain

ū j
1 +w j

1√
1−w2

1

=
ū j

2 +w j
2√

1−w2
2

. (6.41)

This formula equates unit length Lorentz vectors. Extracting the equation of the
spacetime directional tangents, the respective ratios of the spacelike and timelike
components, we arrive at

w1 + v1

1+ v1w1
=

w2 + v2

1+ v2w2
. (6.42)

This is nothing else than Einstein’s relativistic velocity addition formula. In this
sense the velocities of the respective heat currents seen by respective body comovers
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Fig. 6.3 Important four vectors in relativistic thermal equilibrium. The relative velocity is v =
−0.6, the observed body shows a heat conduction velocity of w2 =−v. The velocity of the induced
heat current in the thermometer is none in this case w1 = 0, and the thermometer indicates a
temperature hotter by a Lorentz factor: T1/T2 = ‖g1‖/‖g2‖= 1.25.

becomes equal. Expressing relative velocities from this equation, one also inspects
that the relative velocity of the moving bodies in thermal equilibrium will be com-
pensated by the relative velocity of heat currents inside the bodies:

w1−w2

1−w1w2
=

v2− v1

1− v1v2
= v. (6.43)

Here v is the (observer independent) relative velocity of the two bodies. Expressing
say w1 by v and w2 from the above equilibrium condition one gets

w1 =
w2 + v

1+ vw2
. (6.44)

Finally utilizing the Lorentz factor γ = 1/
√

1− v2, associated to the relative veloc-
ity, the ratio of temperatures in (6.40) becomes

T2

T1
= γ (1+ vw2) . (6.45)
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Fig. 6.4 Important four vectors in relativistic thermal equilibrium. The relative velocity is v =
−0.6, the observed body shows a heat conduction velocity of w2 = 0.33 which induces an opposite
velocity in the thermometer, w1 = −0.33. The thermometer shows the same temperature as the
body has: T1/T2 = ‖g1‖/‖g2‖= 1.

This generalized Doppler formula contains two parameters: the relative velocity v
and the velocity of heat current in the observed body, w2. This quantities are physi-
cal, they cannot be changed by varying the frame of reference.

Let us list again those particular cases which coincide with one or the other for-
mulas proposed during historical debates.

1. In case of w2 = 0 there is no heat current relative to the observed, moving body. In
the observing body (in the thermometer) there is an induced heat current with the
equilibrium velocity w1 = v, being equal to the relative velocity of the two bodies.
The temperature in body 1 (the thermometer) is given by T1 = T2/γ , so it appears
cooler by a Lorentz factor than the comoving temperature. This conclusion was
put forward by Max Planck and Albert Einstein.

2. In the opposite case one considers a thermometer not showing any heat current.
Then w1 = 0, conjecturing w2 = −v, a very special heat current in the observed
body. It means that while the observed body moves, the energy current seems to
stand relative to the thermometer: the conductive part compensates the convec-
tive part. This way the ratio of temperatures satisfies T1 = T2γ , so the measured
temperature is hotter by a Lorentz factor. This was the opinion of Heinrich Ott
and Danilo Blanusa.
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Fig. 6.5 Important four vectors in relativistic thermal equilibrium. The relative velocity is v = 0.6,
the observed body departs filled with radiation. The induced energy current in the thermometer has
also a velocity of light, w1 = 1. The temperature indicated by the thermometer shows a relativistic
Doppler red shift: T1/T2 = ‖g1‖/‖g2‖= 0.5.

3. In the case when the total system has standing energy, (i.e. we are in the Lan-
dau frame of the total system 1+2), one sets w1 + w2 = 0. By this condition
in the equilibrium state w2 = (−1 +

√
1− v2)/v = −w1 and of course T1 = T2.

One measures the ”correct” temperature by a particular coincidence of different
effects, although there is a non-vanishing relative velocity, v, between the ther-
mometer and the measured body. This position was argued for by Peter Lands-
berg, as the ”symmetric solution” to the thermal twin paradox.

4. Finally if the body is filled with radiation, the energy current cannot be stopped
inside. It always goes with the velocity of light. For a body radiating photons
towards the thermometer one has w2 = −1 and obtains the relativistic Doppler
formula

T2

T1
=

√
1− v
1+ v

. (6.46)

For a parting body v > 0 (v2 > v1), and one measures a red-shifted temperature,
T2 < T1, while for a closing body due to v < 0 (v2 < v1) a blue-shifted value,
T2 > T1, is obtained. The former phenomenon is met frequently in astronomical
observations, especially by studying far objects, since the space inside our Uni-
verse is expanding. The latter is rather typical for observations of particle spectra
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Fig. 6.6 Important four vectors in relativistic thermal equilibrium. The relative velocity is v =
−0.6, the observed body closes filled with radiation, w2 = 1. The induced energy current in the
thermometer has also a velocity of light, w1 = 1. The temperature indicated by the thermometer
shows a relativistic Doppler blue shift: T1/T2 = ‖g1‖/‖g2‖= 2.0.

Fig. 6.7 The equilibrium heat current shown by the thermometer, w1, as a function of the heat
current in the observed body, w2, moving by a relative velocity of v (see legend).
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Fig. 6.8 The ratio of the temperature shown by a thermometer to that of the one in comoving
frame, T1/T2, as a function of the heat current in the observed body, w2. The different curves
belong to different relative velocities from v =−0.9 to v = +0.9 (see legend).

in high energy accelerator experiments, stemming from a fireball expanding out-
wards, approaching the detectors with speeds close to that of the light.

Problems

6.1. Express temperature transformation in rapidity variables.

6.2. Can it be that T1/T2 ≤ |w1/w2| ? What does it mean for the measured value T1?

6.3. At what special values of the relative velocity can it be T1 = 2T2?



Chapter 7
The temperature of no return

The Unruh temperature for constant acceleration, black hole thermodynamics and
Hawking radiation. String theory, higher dimensional gravity, dual field theory. Ap-
plications to viscosity and Yang-Mills equation of state. Gravity emerging from in-
formation.

To begin this chapter we face the shocking fact that a uniform accelerating ob-
server experiences a Planck distribution for a monochromatic light-wave. The equiv-
alent temperature due to this Unruh effect is proportional to the acceleration. As it is
expressed by Einstein’s equivalence principle – formulating the very physical con-
tent of general relativity – a constant acceleration is physically equivalent to an also
constant gravitational field. Such a constant field occurs at the event horizon of a
black hole (its constancy actually defines the event horizon).

At this point we briefly recall what is a black hole and elaborate on analogies
between classical black hole properties and thermodynamics. The Hawking radia-
tion, as a suggested physical mechanism for measuring black hole temperature and
evaporating small black holes from the universe (and according to some specula-
tions in high energy accelerator experiments), will be discussed separately. Finally
contemporary models of high energy particle collisions, based on the AdS/CFT1

correspondence, are reviewed in this chapter. Since one of the most characteristic
outcome of this analogy is the prediction of a lower bound for shear viscosity, we
deal with the question, how the energy and momentum flow, in particular dissipa-
tion, are treated in this framework. The energy conservation is complicated by the
equivalence principle: any accelerating observer feels gravitational fields, which are
among others also energy stores. The consequent handling of general relativistic
hydrodynamics including local thermodynamics is, however, not yet clarified to a
satisfactory depth.

1 AdS: Anti de Sitter spacetime, CFT: conformal field theory

167
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7.1 Temperature due to acceleration: the Unruh effect

A correspondence between temperature and acceleration can in fact already be es-
tablished in the framework of special relativity. An observer with constant accel-
eration measures a thermal spectrum for a field which is a monochromatic plane
wave for a static observer. This is called the Unruh effect after its first investigator
(Unruh)[60, 61].

It is a surprising result, since no heat bath, no noisy environment, no Brownian
motion is involved – simply a Fourier analysis in terms of the static time coordi-
nates, t and in terms of the comoving (co-accelerating) proper time, τ , gives differ-
ent results. But why this result looks like the Planck spectrum, is a mystery. The
derivation namely nowhere but at the last step has a reference to Planck’s constant
(and hence to quantum physics), when reinterpreting the result in terms of the black
body radiation.

The equivalent temperature, T , is proportional to the acceleration, g:

kBT =
h̄g

2πc
. (7.1)

For a sizable effect, however, one needs enormous acceleration: at Earth grav-
itational acceleration, g ≈ 10 m/s2, the thermal energy is in the order of magni-
tude of kBT ≈ 10−29 eV; to be compared to the room temperature which is about
kBT ≈ 2.5 ·10−3 eV. In particle accelerators, on the other hand, one estimates a de-
celeration stopping from nearly light speed to zero on a distance of 0.3 fm inside an
atomic nucleus; to this value it corresponds kBT ≈ 100 MeV, a temperature which
can in fact be observed in the spectra of produced particles in the same order of
magnitude[62].

In this section we present a - relatively simple - derivation of the Unruh effect.
First we describe relativistic motion with constant acceleration, and then analyze a
plane wave seen from a co-accelerating frame.

It is sufficient to consider one spatial dimension, the direction of motion. The
four velocity, tangent to the world line of the motion, is normalized to one: uµ =
(
√

1+ v2,v,0,0). The four-acceleration vector, aµ = duµ/dτ , is orthogonal to this
vector. Fixing its constant length according to aµ aµ =−g2, i.e. fixing the accelera-
tion experienced by the comoving observer to g, we consider the four-acceleration
vector aµ = (gv,g

√
1+ v2,0,0). This leads us to the following ordinary differential

equation for v(τ) to be solved:

dv
dτ

= g
√

1+ v2. (7.2)

This is an integrable problem with the general result v = sinh(gτ +c1). Having zero
velocity at proper time τ = 0, the integration constant vanishes. The path of the
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motion is readily obtained from dt/dτ =
√

1+ v2 and dx/dτ = v in a parametric
form:

x =
1
g

(cosh(gτ)−1)+ x(0),

t =
1
g

sinh(gτ). (7.3)

Considering x(0) = 1/g as a starting coordinate we obtain the simplest path to a
constant acceleration.

Now let us consider a plane wave described by the scalar field

φ(t,x) =
1√
2ω

e−i(ωt−kx). (7.4)

For a photon moving into the positive x-direction the dispersion relation ω = k
holds, and the phase of the complex amplitude becomes ϕ = ωt− kx = ω(t− x).
For an observer moving with a constant velocity v the path would be parametrically
given as t = γτ , x = γvτ , with the Lorentz factor γ = 1/

√
1− v2. Such an observer

experiences another plane wave,

φv(t,x) =
1√
2ω

e−iωvτ , (7.5)

with a lowered frequency

Fig. 7.1 Trajectories in spacetime crossing x0 = 0 at t = 0, for different constant accelerations,
g =±a, follow hyperbolas according to eq.(7.3).
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ωv = ωγ(1− v) = ω

√
1− v
1+ v

. (7.6)

This ”red shift” of the frequency is the (special) relativistic Doppler effect, and it is
widely known.

For a constant acceleration path, however, the functional form of the phase of the
wave differs for a comoving observer: as a function of the proper time τ we have
ωt− kx =−(ω/g)e−gτ and therefore the wave field,

φa(t,x) =
1√
2ω

e−i
(

ω
g e−gτ

)
, (7.7)

for him does not look monochromatic at all. In fact we have to Fourier analyze this
waveform now for the comover: we Fourier transform it as a function of τ . We get

f (ν) =
1√
2ω

+∞∫
−∞

e−i ω
g e−gτ

e iντ dτ. (7.8)

This integral can be analytically expressed by Euler’s Gamma function. To achieve
this we introduce the variable z = e−gτ for integration. Note that in this case
z(−∞) = +∞ and z(+∞) = 0 while dτ =−dz/zg. We arrive at

f (ν) =
1

g
√

2ω

∞∫
0

z−1−iν/g e−iωz/g dz. (7.9)

This form contains the standard type for Euler’s Gamma function,

∞∫
0

z c−1 e−bz dz = b−c
Γ (c), (7.10)

with c = −iν/g and b = iω/g. The result of the Fourier transformation associated
to the proper time of the co-accelerating observer hence is given by

f (ν) =
1

g
√

2ω

(
iω
g

)iν/g

Γ

(
− iν

g

)
. (7.11)

The imaginary power of an imaginary quantity is the exponential of the logarithm
of the base multiplied by the power, which contains an ln i = iπ/2:(

iω
g

)iν/g

= e
iν
g ln

(
iω
g

)
= e

iν
g

(
iπ
2 +ln ω

g

)
. (7.12)

Finally we obtain
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f (ν) =
1

g
√

2ω
e i ν

g ln ω
g e−πν/2g

Γ

(
− iν

g

)
. (7.13)

However, what we actually need in order to describe the physically observed spec-
trum is the absolute value squared of this quantity: The energy density in the co-
accelerating frame is expressed as

εa =
∫ d3ν

(2π)3
ν2

2
| f (ν)|2 . (7.14)

Interpreting this as stemming from a spectrum of photons, we express the energy
density with the help of a spectral density, w(ν):

εa =
∫ d3ν

(2π)3
ν

2
w(ν). (7.15)

So, in order to determine the spectral density w(ν) = ν | f (ν)|2/2, we calculate the
absolute value squared of the expression given in eq.(7.13). It is given as

| f (ν)|2 = f (ν) f ∗(ν) =
1

2g2ω
e−πν/g

Γ

(
−i

ν

g

)
Γ

(
i
ν

g

)
. (7.16)

We simplify this result. For this purpose two well-known properties of the Euler
Gamma function shall be used: i) due to Γ (z + 1) = zΓ (z) we have Γ (1− iν/g) =
(−iν/g)Γ (−iν/g) and ii) due to Γ (z)Γ (1− z) = π/sin(πz) we obtain

| f (ν)|2 =
1

2gνω
e−πν/g π

sinh(πν/g)
. (7.17)

Now it is relatively easy to obtain the spectral density w(ν) by the normalized
formula w(ν) = ν | f (ν)|2/2. It contains the Planck spectrum (including the Bose-
Einstein distribution function factor for photons):

w(ν) =
1

2ω

π

g
1

e2πν/g−1
. (7.18)

This is like a thermal black body radiation with the temperature

T =
g

2π
, (7.19)

in units where kB = h̄ = c = 1, or – restoring the physical units of natural con-
stants – we have

2πcν

g
=

h̄ν

kBT
(7.20)

in the exponential of the Bose distribution function, and therefore
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T =
h̄

kBc
g

2π
. (7.21)

It is noteworthy that the formal continuation of the motion with constant acceler-
ation to imaginary time, τ = iβ , leads to periodic paths in spacetime with the period
β = 2π/g, and therefore – in precise agreement with the KMS relations discussed
in thermal field theory (see chapter 8 )– the Unruh temperature T = 1/β = g/2π

emerges as the physical temperature of the quantum gas of photons. Seemingly this
very same periodicity is explored by the Fourier-transformation and the complex
properties of Euler’s Gamma function.

7.2 Formal entropy and temperature for black holes

Analogs to the basic laws of thermodynamics can be found formally, by studying
the Schwarzschild black hole solution of classical general relativity: i) the zeroth
law is represented by the fact that gravitational acceleration, g = c2/2R, is con-
stant on the event horizon at radius R = 2GM/c2 surrounding the black hole – so it
can be viewed as an equilibrium state with a universal (therefore absolute) Unruh
temperature T = h̄g/(2πckB) with kB being the Boltzmann constant and h̄ = h/2π

the reduced Planck’s constant; ii) the first law is represented by the analogy be-
tween entropy and the event horizon surface, A = 4πR2 at the Schwarzschild radius
R = 2GM/c2, so the change of the total mass-energy content of a black hole is
obtained as2

c2dM =
c4

2G
dR =

c4

2G
dA

8πR
=

c4

4G
kBT
h̄c

dA,

offering the analogy to
dE = T dS,

and from this constructing an entropy proportional to the surface of the event hori-
zon,

S =
c3kB

4h̄G
A;

and finally iii) the second law, describing irreversibility, is mirrored in the play-
ful fact, that any matter with positive energy density crossing the horizon increases
the mass and hence the radius and the surface of the black hole: dA ≥ 0 is analo-

2 As in the classical thermodynamics, black hole thermodynamics can be supported by further
work-terms as ΩdJ due to the change in total angular momentum, J, of a rotating black hole, or
as ΦdQ due to the change of its total electric charge, Q. Such terms are analogs to the mechanical
work, pdV and to the chemical work −µdN, respectively.
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gous to dS ≥ 0. However, the third law of thermodynamics is not satisfied by this
analogy, since at g→ 0(T → 0) we do not have A→ 0(S→ 0). To the contrary, a
Schwarzschild black hole with diminishing radius has an unbounded gravitational
acceleration at its horizon (g(0)→ ∞) while its area (entropy) tends to zero.

In this section we review the emergence of these analogies and the main corner-
stones in the struggle for the comprehension of their physical background. Is the
formal entropy of a black hole really has to do with the logarithm of the number
of microstate permutations? Does the gravitational acceleration at the black hole
horizon surface really act as an intensive and absolute parameter for the thermal
equilibrium? Is there a temperature at all?

7.2.1 What is a Black Hole?

An old – classical – idea considers the escape velocity from a very heavy star: if
it reaches the velocity of light, then even light cannot escape from its surface to
infinity. The region beyond that altitude, the classical black hole radius, cannot ever
be observed by a far outside observer: it appears to be absolutely black.

Considering Newton’s gravitational potential, the escape velocity from a given
distance r from the center of gravity is given by the condition that at radial infinity
there still remains some kinetic energy:

mv2

2
− GMm

r
≥ 0. (7.22)

Here M is the mass of the star, G the constant of Newtonian gravity, v the velocity
of a probe with mass m at the radius r.

The radius, where darkness starts is easy to obtain by formally substituting
the velocity of light (v = c):

rd =
2GM

c2 . (7.23)

From r < rd light cannot escape to infinity.

The idea of a ”dark star” was first raised by John Michell in 1784. A derivation,
similar to the above, is due to Pierre Simon de Laplace [63], with the conclusion
that some – and especially the heavy – objects in universe would not be seen by
astronomers.

However, the Michell-Laplace dark body is not a black hole in today’s sense [64].
Particles – and in the present consideration also particles of light, the Newtonian
corpuscles – with a velocity smaller than that of the escape velocity would leave the
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surface at radius r, emerge and fall back in due of time. They just cannot become
free. Therefore such stars look dark for (cannot be seen by) an infinitely distant
observer, but they still gleam for near astronomers. They do it even twice; once in
emerging light and a second time in a back-falling light.

A black hole in the theory of general relativity is surrounded by an even horizon,
in the simplest, spherical case at the radius R. Below this horizon nothing can escape,
all particles, even photons fall inwards. From the horizon nothing, not even a photon,
may emerge and take off: classically it is dark even for a very near orbiting observer.
Close above the horizon gravity is still important, bodies are falling towards the
center while orbiting, but they can escape to spatial infinity with a high enough
outward radial velocity component.

Precisely this critical radius, R = 2GM/c2, occurs in an ansatz of Schwarzschild
solving Einstein’s equations for general relativity3. As a matter of history, Schwarz-
schild’s solution was not a black hole, either. He considered a static solution to
the Einstein equation, with vacuum everywhere, except a mass point. He commu-
nicated this to Einstein on a military postcard in 13 January 1916. Einstein was
so surprised, that he immediately published this communication to him. Then on
February 24, 1916 Karl Schwarzschild communicated a solution outside of a ho-
mogeneous sphere filled with an incompressible liquid. Actually he himself never
considered gravitational collapse, he was looking for static solutions.

Johannes Droste was the first who anticipated the imploding black hole solu-
tion, by finding the solution of Schwarzschild independently of him in December
1916 and communicating this to Hendrik Lorentz. He stated that this would be a
”non-static solution to a static problem”, and as such, it has to be omitted. The
Schwarzschild solution, as referred to under this name since, was actually presented
first by David Hilbert, regarding R just as a real valued parameter in the solution. In
1922 the possibility of gravitational collapse, as an admissible solution to the Ein-
stein equations has been discussed, but no mathematical proof of the existence of
such a solution arose. Marcel Brillouin has obtained a new exact solution in 1923 by
a valid transformation of coordinates in Schwarzschild’s solution. It still describes a
static vacuum solution with the ”boundary condition” of a point particle with mass
M at r = 0, not a black hole. The collapsing black hole solution with an event hori-
zon is derivable from Hilbert’s solution; it just cannot be described by admissible
coordinate transformations. Sometimes later, in 1960, Mihail D. Kruskal and Gabor
Szekeres independently have published an ”extension” of Schwarzschild’s solution
to the region beyond the even horizon. In the same year John Wheeler baptized such
an object to a ”black hole”.

Criticizers of the black hole idea often mention, that so far only a single spherical
solution is known wrapped in an event horizon from which nothing (even light)
cannot take off. Talking about binary black holes and collisions or fusion of black
holes is just a conjecture. Also the observation of black holes - e.g. by gravitational
lensing – does not mean the observation of an event horizon, the latter should be

3 He sent his solution from the Russian front in 1916, soon after Einstein’s publication of his
equation in 1915. Schwarzschild has, unfortunately, died in the First World War, shortly after this
(May 1916).
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left in darkness forever. In spite of these critique, raising physical considerations,
creative mathematical games have been continued and led us to the semiclassical
and quantum treatment of strong gravity objects. In the followings we review the
classical equations describing the object which we call black hole today.

The Hilbert-Einstein action can be taken as a starting point of classical general
relativity. It formulates the principle that the covariant four-volume integral of the
scalar curvature of empty spacetime is extremal. Adding the action of further ”mat-
ter” terms represented by their respective Lagrange densities the action becomes

S =
∫

d4x
√
−det g

(
c4

16πG
R +L

)
. (7.24)

Variation with respect to the metric tensor components, gik leads to the Ein-
stein equations

R ik− 1
2

gikR =
8πG
c4 T ik. (7.25)

Here R = R ikgik is the scalar curvature obtained from the Ricci tensor R ik,
whose components are on the other hand contractions of the four-index Riemann
tensor

R ik = Riakbgab. (7.26)

The energy-momentum tensor of matter, T ik, is obtained from the corresponding
action part also by varying the metric tensor:

T ik =
1
K

∂L K
∂gik

− 1
K

∂

∂x`

∂L K

∂
∂gik
∂x`

(7.27)

with K =
√
−det g. For studying black holes in most of the space (and time) the

vacuum solution is taken with T ik = 0 or, considering the idea of a cosmological
constant, with T ik = λgik. The latter corresponds to a constant, positive or negative
energy density, which fills the ”empty” space.

Solutions to the Einstein equation (7.25) are not known in full generality; obeying
some symmetry constraints, however, several exact analytic forms have been studied
already. Static and radial symmetric solutions, like the Schwarzschild solution, are
so simple, that they can be obtained by the substitution method: designing a gik
metric tensor with unknown one-variable functions, and substituting this ansatz into
the Einstein equations leaves us with a system of ordinary differential equations
which – sometimes – even have analytic solutions[65].

In order to derive the Schwarzschild radial black hole solution, and its counter-
parts with nonzero cosmological constant, the de Sitter and ”anti” de Sitter solu-
tions, we utilize the computational method described in the classical gravity book
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by Misner, Thorne and Wheeler [66]. This method is based on the use of differential
forms in a locally Lorentzian basis. Curvature two-forms are then obtained via the
Cartan derivative, a generalization of the vector product, lifting differential arc ob-
jects to small parallelograms and so forth in higher dimensions. The procedure can
be summarized in the following list:

1. Obtain the Lorentzian one-forms based on the invariant arc length squared,

ds2 = gikdxi⊗dxk = ηikω
i⊗ω

k

where ηik = (−,+,+,+) is the flat Minkowski metric tensor. The differential
one-forms ω i will span the basis of the calculation.

2. Index pull-down and lift-up is understood by vi = η i jv j and vi = ηi jv j (we use
the convention of summing over indices occurring once in the upper and once in
the lower position).

3. The Cartan derivatives of the basis differentials can be arranged as sums of ele-
mentary (parallelogram) two-forms:

dω
a =−c a

µν ω
µ ∧ω

ν .

The lowered index coefficients cµνb = ηbac a
µν are obviously antisymmetric in

their first two indices.
4. From the coefficients of these expansions an antisymmetric two-index differen-

tial one-form (related to the Christoffel symbols) can be constructed:

Ωµν =
1
2
(
cµνa + cµaν − cνaµ

)
ω

a.

By doing so the Ω -covariant Cartan derivatives of the basis one-forms vanish,
Dωa = dωa +Ω a

b∧ωb = 0.
5. The curvature two-form can be constructed now in a straightforward manner:

Rµ

ν = DΩ
µ

ν = dΩ
µ

ν +Ω
µ
a∧Ω

a
ν .

This two-form contains the entries of the Riemann tensor in the Lorentzian basis:

Rµ

ν = Rµ

νabω
a∧ω

b.

6. The Ricci tensor is obtained from the Riemann tensor by contracting a curvature
direction and a basis index:

Rνb = Ra
νab.

7. The scalar curvature is the trace of the Ricci tensor, R = Rb
b, and the compo-

nents of the Einstein tensor can be built:

Gνb = Rνb−
1
2

ηνb R.
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8. Finally, using the frame independence of tensors, the components in the original
coordinate differential basis can be obtained by comparison:

Gνb ω
ν ⊗ω

b = Gi j dxi⊗dx j.

The energy-momentum tensor due to the Einstein equation equals to

Gi j =
8πG
c4 Ti j.

It remains to resolve these equalities for the unknown functions in the original
ansatz for the metric.

In what follows we obtain the most general static and radial solution to the Ein-
stein equations with and without a cosmological constant. The ansatz for the metric
contains two unknown functions of the radius, a(r) and b(r):

ds2 =−e2adt2 + e2bdr2 + r2dθ
2 + r2 sin2

θdφ
2. (7.28)

The one-forms spanning a Lorentzian basis of differentials can be read off as
being ω0 = eadt, ω1 = ebdr, ω2 = rdθ and ω3 = r sinθdφ . Their Cartan derivatives
are as follows

dω
0 = a′eadr∧dt =−a′e−b

ω
0∧ω

1,

dω
1 = 0,

dω
2 = dr∧dθ =

1
r

e−b
ω

1∧ω
2,

dω
3 = sinθ dr∧dφ + r cosθ dθ ∧dφ =

=
1
r

e−b
ω

1∧ω
3 +

ctgθ

r
ω

2∧ω
3. (7.29)

Here the prime denotes the ordinary derivative with respect to the radial coordinate,
a′ = da/dr. Owing to the general formula

dω
a =−c a

µν ω
µ ∧ω

ν (7.30)

the non-vanishing coefficients are

c 0
01 = a′e−b,

c 2
12 = −1

r
e−b,

c 3
13 = −1

r
e−b,

c 3
23 = −ctgθ

r
. (7.31)
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Index pull-down is done by using the Minkowski metric ηi j = (−,+,+,+) to obtain
c100 = −c010 = a′e−b, c212 = −c122 = c313 = −c133 = e−b/r, and c323 = −c233 =
ctgθ/r. Now the connection forms according to the formula

Ωµν =
1
2
(
cµνα + cµαν − cναµ

)
ω

α (7.32)

are given as

Ω01 = c010ω
0 =−a′e−bea dt,

Ω02 = 0,

Ω03 = 0,

Ω13 = c133ω
3 =−e−b sinθ dφ ,

Ω23 = c233ω
3 =−cosθ dφ ,

Ω12 = c122ω
2 =−e−b dθ . (7.33)

The same entries, but with the first index uplifted, differ from these only in Ω 0
1 in

a sign. We are ready now to obtain the curvature two-form according to the general
formula

Rµ

ν = dΩ
µ

ν +Ω
µ

α ∧Ω
α
ν . (7.34)

We start with R0
1. Since Ω 0

2 = Ω 0
3 = 0 only the Cartan derivative term contributes:

R0
1 = dΩ

0
1 =

(
a′ea−b

)′
dr∧dt. (7.35)

Re-expressed in terms of the Lorentzian one-form basis we have R0
1 = Aω0 ∧ω1

with
A =−e−a−b

(
a′ea−b

)′
= (a′b′−a′a′−a′′)e−2b. (7.36)

Similarly we obtain (but now having only wedge contribution)

R0
2 = Ω

0
1∧Ω

1
2 =−a′ea−2b dt ∧dθ (7.37)

or re-expressed R0
2 =−Bω0∧ω2 with

B =
a′

r
e−2b. (7.38)

Following the general formulas one also obtains R0
3 = −Bω0 ∧ω3. The remain-

ing curvature forms all have contributions both from Cartan derivatives and wedge
products. We obtain

R1
2 = dΩ

1
2 +Ω

1
3∧Ω

3
2 = d(−e−bdθ)+(−e−b sinθdφ)∧ (cosθdφ). (7.39)

Carrying out the derivations we have a cancellation in the wedge product and obtain
R1

2 = Cω1∧ω2 with
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C =
b′

r
e−2b. (7.40)

The next component of the curvature two-forms is

R1
3 = dΩ

1
3 +Ω

1
2∧Ω

2
3 = d(−e−b sinθdφ)+(−e−bdθ)∧ (−cosθdφ). (7.41)

Here two contributions, namely the one from the derivative of sinθ in the first term
and the wedge product, cancel. The remaining result is simply R1

3 = Cω1 ∧ω3.
Finally we have to obtain R2

3. According to the general formula (7.34) we have

R2
3 = dΩ

2
3 +Ω

2
1∧Ω

1
3 = d(−cosθdφ)+(e−bdθ)∧ (−e−b sinθdφ). (7.42)

This provides a new combination of the parametrizing functions: R2
3 = Eω2 ∧ω3

with
E =

1
r2

(
1− e−2b

)
. (7.43)

Collecting our results we have the following table of curvature two-forms, reflecting
the nonzero entries of the Riemann tensor:

R0
1 = A ω

0∧ω
1, R0

2 = −B ω
0∧ω

2, R0
3 =−B ω

0∧ω
3,

R1
2 = C ω

1∧ω
2, R1

3 = C ω
1∧ω

3, R2
3 = E ω

2∧ω
3. (7.44)

The Riemann tensor, Rµ

ναβ
is nonzero only for those index combinations when (µ =

α,ν = β ) or (µ = β ,ν = α). As a consequence the Ricci tensor is again diagonal
(but not proportional to the unity matrix!). According to the general definition

Rνβ = Rα

ναβ
, (7.45)

we obtain

R00 = R1
010 +R2

020 +R3
030 =−A+B+B,

R11 = R0
101 +R2

121 +R3
131 = +A+C +C,

R22 = R0
202 +R1

212 +R3
232 =−B+C +E,

R33 = R0
303 +R1

313 +R2
323 =−B+C +E. (7.46)

The scalar curvature of static radial ansatz is hence determined as

R =−R00 +R11 +R22 +R33 = 2A−4B+4C +2E. (7.47)

Finally this gives rise to the following nonzero components of the Einstein tensor

G00 = R00 +
1
2
R = 2C +E,

G11 = R00−
1
2
R = 2B−E,
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G22 = R00−
1
2
R = B−C−A,

G33 = R00−
1
2
R = B−C−A. (7.48)

We consider now the Einstein equation in the Lorentzian basis with a possible cos-
mological constant

Gνβ =
8πG
c4 Tνβ +λ ηνβ . (7.49)

A vacuum solution has Tνβ = 0 and hence

G00 = 2C +E =−λ ,

G11 = 2B−E = λ ,

G22 = B−C−A = λ ,

G33 = B−C−A = λ . (7.50)

Adding the 00 and 11 components we realize that for such solutions B +C = 0
has to be required. This means a′+ b′ = 0. Putting the integration constant to zero
(since a constant factor can be absorbed in the radial coordinate r without problem),
we obtain a =−b. This way only one function, say b(r) is left to be obtained.

Substituting this result into the 22 (and equivalently 33) component equation and
comparing to the 11 component one arrives at λ = 2B−A = 2B−E. This means
that A = E and a =−b have to be replaced in order to distillate the final equation

A =
(
−2b′b′+b′′

)
e−2b =

1− e−2b

r2 = E. (7.51)

This equation is analytically solvable. In order to obtain its solution we introduce
the following function of the radial variable:

Y (r) = 1− e−2b(r). (7.52)

This way we have Y ′ = 2b′e−2b and Y ′′ = (2b′′− 4b′b′)e−2b. We realize that A =
Y ′′/2 = E = Y/r2. So we have to solve the following differential equation

Y ′′ =
2
r2 Y. (7.53)

Its general solution is a power law in the radius. The ansatz Y ∼ rα leads to the
algebraic equation α(α − 1) = 2, which has two solutions: α = −1 and α = 2.
Therefore the general solution is given by

Y (r) =
c1

r
+ c2r2. (7.54)
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One of the integration constants can be related to the cosmological constant, λ . In
fact expressing b =− 1

2 ln(1−Y ) we obtain

b′ =−1
2
−Y ′

1−Y
= e2b

(
− c1

2r2 + c2r
)

(7.55)

whence

C =
b′

r
e−2b =− c1

2r3 + c2 (7.56)

and
B =−C =

c1

2r3 − c2. (7.57)

On the other hand
A =

1
2

Y ′′ =
1
r2 Y =

c1

r3 + c2. (7.58)

Using these results we obtain the following connection to λ :

2B−A = 2
( c1

2r3 − c2

)
−
(c1

r3 + c2

)
=−3c2 = λ . (7.59)

Therefore the general static radial vacuum solution with a cosmological constant of
the theory of general relativity is given by

e2a = e−2b = 1−Y (r) = 1− c1

r
+

λ

3
r2. (7.60)

The metric tensor has the form

ds2 =−
(

1− c1

r
+

λ

3
r2
)

dt2 +
dr2

1− c1
r + λ

3 r2
+ r2 (dθ

2 + sin2
θdφ

2) .
(7.61)

Without the (in)famous cosmological term, i.e. for λ = 0, one obtains the
Schwarzschild solution with the horizon radius rH = c1. The λ < 0 assumption,
being equivalent with a positive energy density of the vacuum, is a solution found
by de Sitter. Finally the λ > 0 value belongs to a negative energy density in the
vacuum: a strange, but consequent picture of strongly interacting field theory. Such
solutions are called an ”Anti de Sitter” spacetime, briefly AdS-spacetime. They can
be generalized to higher dimensions, too.

Finally the integration constant c1 can be obtained from a comparison of the
metric tensor at λ = 0 and r → ∞ to the one resulting from Newtonian gravity.
Let us regard a slow motion (|v| � c) and a weak gravitational potential. Then the
Lagrangian describing the movement of a testing mass point with mass m in the
weak gravitational field −GM/r of a far center with mass M is given by

L =−mc2
√

1−v2/c2 +m
GM

r
. (7.62)
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The corresponding action is

S =−mc2
∫ (√

1−v2/c2− GM
rc2

)
dt =−mc2

∫
dτ. (7.63)

The second equality implies that this action can be regarded as the action of a freely
moving mass point in the language of appropriate coordinates (comoving proper
time); this is the equivalence principle. This leaves us with the following approxi-
mation to the arc length in spacetime:

dτ =
(√

1−v2/c2− GM
rc2

)
dt. (7.64)

Utilizing the definition of velocity we have vdt = dr, and squaring the above ex-
pression to leading order in 1/c2 we obtain

ds2 =−c2dτ
2 =−

(
c2−2

GM
r

)
dt2 +dr2 + r2dθ

2 + r2 sin2
θdφ

2. (7.65)

Comparing this expression with eq.(7.61) for λ = 0, i.e. with the Schwarzschild
solution, we conclude that

1− 2GM
rc2 = 1− c1

r
. (7.66)

This leads to the famous Schwarzschild radius, rH = c1 = 2GM/c2.

The classical solution for a charged black hole can be obtained with just a lit-
tle extra effort. A point charge has a static, radial symmetric electric field, so the
spacetime metric for an observer outside the charge distribution is also static and
spherical symmetric. The ansatz (7.28) is still proper for this problem.

The electromagnetic field strength can be described by an antisymmetric tensor
or equivalently by a differential two-form. It can be given both in the coordinate
system of the far, static observer and in local Lorentzian basis:

F = Erdt ∧dr = e−(a+b)Erω
0∧ω

1. (7.67)

The radial electric field component, Er, is a function of the radius, r, only. The Gauss
law is given by the divergence of this field, which vanishes outside the region where
the charge is located – it is imagined to be restricted to the singular point at r = 0.
Since the divergence is given via the dual differential form as DivF =∗ d∗F , we
consider the dual of the electromagnetic field strength form,

∗F = e−(a+b)Erω
2∧ω

3. (7.68)

It can be expressed with the help of the far observer’s coordinate differentials, too:

∗F = e−(a+b)Err2 sinθ dθ ∧dφ . (7.69)
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The Cartan derivative of this expression contains the derivative with respect to the
radius:

d∗F =
∂

∂ r

(
e−(a+b)Err2

)
sinθ dr∧dθ ∧dφ . (7.70)

This expression is the dual of the divergence, so it vanishes everywhere in space-
time, where charges and currents are absent. Hence, according to our assumption,
the expression inside the parentheses of the radial partial derivative is constant. Ac-
cording to the local Gauss’ law4, we denote this constant by Q/4πε0 and arrive
at

Er(r) =
Q

4πε0r2 ea+b. (7.71)

The energy density, carried by a static electric field, in the Lorentzian frame is given
by

e =
ε0

2
E2

r . (7.72)

The energy-momentum tensor contains this energy density, a radial pressure with the
same magnitude (in c = 1 units) but with opposite sign, and the tangential pressure
components with positive sign:

T = Ti jω
i⊗ω

j = e
(
ω

0⊗ω
0−ω

1⊗ω
1 +ω

2⊗ω
2 +ω

3⊗ω
3) . (7.73)

This tensor is traceless, η i jTi j = 0, a typical feature of energy-momentum tensor of
massless quanta.

With this energy-momentum tensor entries the Einstein equations (7.50) are now
supplemented:

G00 = 2C +E =−λ +w,

G11 = 2B−E = λ −w,

G22 = B−C−A = λ +w,

G33 = B−C−A = λ +w. (7.74)

Here w = 8πGe (in c = 1 units) is expressed with the radius and the constant by
using the equation (7.72) as

w =
GQ2

4πε0

1
r4 =

Q̃2

r4 . (7.75)

Solving the Einstein equations (7.74) in this case one realizes that B +C = 0 still
holds. Therefore a + b = 0 for any solution (up to a re-scaling of the radial coor-
dinate). Repeating the Y = 1− e−2b notation one has A = Y ′′/2, C = −B = Y ′/2r

4 Referring to the vacuum dielectric constant as ε0.
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and E = Y/r2. This way we arrive at the following two differential equations for the
unknown function Y (r):

1
2

Y ′′+
1
r

Y ′ = −λ +
Q̃2

r4 ,

1
r

Y ′+
1
r2 Y = −λ − Q̃2

r4 . (7.76)

It is easy to check that the general solution is given by

Y (r) = c1r2 +
c2

r
+

c3

r2 . (7.77)

Noting namely that the first and second derivatives are

Y ′(r) = 2c1r− c2

r2 −2
c3

r3 ,

Y ′′(r) = 2c1 +2
c2

r3 +6
c3

r4 , (7.78)

one satisfies both equations in (7.76) provided that c1 = −λ/3 and c3 = Q̃2. The
constant c2 = 2GM, was already obtained in the Schwarzschild solution by fitting
the asymptotic spacetime to that of Newtonian gravity; it is not determined by the
energy-momentum tensor, it is related to the vacuum solution.

This solution provides the metric factor f (r) = e2a = e−2b = 1−Y (r) as being

f (r) = 1+
λ

3
r2−2GM

1
r

+ Q̃2 1
r2 . (7.79)

The metric,

ds2 =− f (r)dt2 +
dr2

f (r)
+ r2dΩ

2
2 , (7.80)

with dΩ 2
2 = dθ 2 + sin2

θ dφ 2 being the two-dimensional angle differential on a unit
radius sphere, is the Reissner-Nordstrøm (abbreviated: RN-) metric.

This metric has some interesting properties. Using the notation, M̃ = GM/c2 the
Schwarzschild horizon is at the radius rH = 2M̃. The Reissner-Nordstrøm metric
also has coordinate singularity; an event horizon for the far observer, at f (r) = 0.
This condition is fulfilled by the equation

r2 f (r) = r2−2M̃r + Q̃2 +
λ

3
r4 = 0. (7.81)

Without the cosmological constant term (i.e. for λ = 0) it has two solutions describ-
ing an inner and an outer spherical horizon at

r± = M̃±
√

M̃2− Q̃2. (7.82)
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Fig. 7.2 The proper radial distance coordinate for differently charged Reissner Nordstrøm black
hole are plotted as functions of the radial coordinate measured by a static, far observer (cf.
equation(7.84)). Both axis are scaled with arithmetic mean of the radii of the inner and outer
horizons, Σ = (r+ + r−)/2, and the legend shows the relation between the scaled charge and mass
units, Q̃ and M̃, respectively.

This solution makes sense for M̃ ≥ Q̃ only. The case M̃ = Q̃ is called an extremal
black hole; then the inner and outer horizons coincide: r+ = r−.

It is instructive to study the RN-metric near to the outer horizon, but outside. The
proper radial distance, ρ , which can be used as a ”better” coordinate than r, is given
by

ρ =
∫ dr√

f (r)
. (7.83)

This definition gives dρ2 = dr2/ f (r), and – it is important – it shows no singularity
at the horizon. Without cosmological constant (λ = 0) the above integral can be
calculated analytically. In the region r ≥ r+ the following parametric solution can
be given

r = Σ +∆ coshα,

ρ = Σα +∆ sinhα. (7.84)

Here Σ = (r+ + r−)/2 and ∆ = (r+− r−)/2.
It is easy to check that
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r2 f (r) = (r− r+)(r− r−) = ∆
2 sinh2

α (7.85)

is valid and the metric becomes

ds2 =−
(

∆ sinhα

Σ +∆ coshα
dt
)2

+(Σ +∆ coshα)2 (dα
2 +dΩ

2) (7.86)

Near to the outer horizon r→ r+ and α → 0. The effective metric here becomes

ds2 ≈−∆ 2α2

r2
+

dt2 + r2
+
(
dα

2 +dΩ
2) . (7.87)

This form can be written locally as a Minkowski metric after corresponding co-
ordinate transformations; this is a Rindler spacetime. The physical message from
this is that near to the horizon the spacetime looks exactly as it would be observed
from a uniformly accelerating frame.

Near to the horizon r2
+dΩ 2 = dx̂2 +dŷ2 is a flat transverse plane. Since ρ ≈ r+α

is the proper radial coordinate, the near-horizon metric becomes

ds2 =−∆ 2

r4
+

ρ
2dt2 +dρ

2 +dx̂2 +dŷ2. (7.88)

Now new time and space coordinates, the Rindler coordinates, can be introduced in
analogy to the description of the Unruh trajectory in equation(7.3):

t̂ = ρ sinh
∆

r2
+

t,

ẑ = ρ cosh
∆

r2
+

t. (7.89)

In terms of these new coordinates the spacetime metric near to the outer Reissner-
Nordstrøm horizon becomes a plain Minkowski form,

ds2 =−dt̂2 +dẑ2 +dx̂2 +dŷ2. (7.90)
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Fig. 7.3 The Unruh temperature near to the outer horizon of classical charged (Reissner – Nord-
strøm) black hole relative to that of a neutral (Schwarzschild) black hole (cf. equation(7.91)).

It is important to note that using the flat time coordinate, t̂, the equations (7.89)
describe a relativistic path with uniform acceleration.

The corresponding Unruh temperature,

T =
g

2π
=

1
2π

∆

r2
+

=
1

4π

r+− r−
r2
+

, (7.91)

is regarded as the temperature of the black hole horizon.

Not only in this special case, but quite generally, near to such a horizon the accel-
eration is constant and the Rindler coordinates give a good approximate description.
This coordinate system, on the other hand, always looks like a frame attached to a
uniformly accelerating point, its monochromatic light emission will be measured
as a Planck distribution with the corresponding Unruh temperature by a far, static
observer5.

In the case Q̃ = 0 we have r− = 0, r+ = 2M̃ – a neutral Schwarzschild black hole.
The corresponding Unruh temperature becomes

T =
1

4πr+
=

1
8πM̃

. (7.92)

5 This is the mirror image of the effect discussed in the section 7.1; we shall derive it later.
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On the other hand for an extremal Reissner Nordstrøm black hole Q̃ = M̃ and r+ =
r−, so the Unruh temperature of such a horizon is the absolute zero, T = 0. The
corresponding entropy is finite, however! We meet again the weakest point of the
black hole thermodynamics.

7.2.2 A formal analogy to the entropy

As we have seen in the previous subsection, Schwarzschild black hole event hori-
zons have a radius proportional to the mass of the black hole: R = 2GM/c2. From
this result a surprising property follows (noted by Bekenstein in 1973[67]): the en-
ergy content, E = Mc2 of such a black hole, additive by a fusion of two black holes,
is accompanied by an irreversible growth of the surface of the even horizon. Since
M = M1 +M2 by a conjectured adiabatic fusion of two black holes, the radii of the
static horizons are additive either: R = R1 + R2. But this leads to an ever growing
surface, since A = 4πR2 = 4π(R2

1 +R2
2 +2R1R2)≥ A1 +A2. So the area of the event

horizon never decreases, behaving exactly so, as the total entropy6.
This gives rise to the conjecture that the entropy content of a black hole (i.e. the

information lost under the event horizon) would be proportional to the horizon area
– and not the inside volume, as naively expected. Assuming hence

S = αA = 4πα

(
2GM

c2

)2

(7.93)

as the entropy, and the mass-energy, E = Mc2 as thermodynamical internal energy
of a black hole, the inverse temperature as a Lagrange multiplier maximizing the
entropy with a fixed energy constraint becomes

β =
1

kBT
=

∂S
∂E

=
32πα

c6 G2M =
16πα

c4 GR. (7.94)

There are two surprising facts about this result. One is classical, connecting the
general relativity analog of surface acceleration (gravitational ”constant”) on the
Schwarzschild event horizon to the radius, R. The other is connecting a constant ac-
celeration to a thermal looking environment in the field theoretical vacuum (this
is the Unruh effect) and hence the formal black hole horizon temperature to a
temperature obtainable from irradiated field quanta near the horizon: the Hawking
temperature[68].

6 It means that a fusion of black holes would be a spontaneous process, while their fission into
smaller ones cannot happen without an outsider – and quite dramatic – action.
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7.2.3 Hawking radiation

In some sense the Hawking radiation is alike the Unruh effect: here the far observer
in a flat Minkowskian spacetime receives radiation from a source freely falling near
the black hole horizon. Essentially the principle of relativity teaches us that only the
relative motion is relevant physically; from this viewpoint it should not be much of
a surprise, that the Hawking temperature equals to the Unruh temperature belonging
to the acceleration of a free falling particle near the horizon.

In order to obtain this temperature, we calculate the proper time acceleration of
a free falling mass point near the black hole horizon, as it is seen by a far, static
observer. In general, the motion of a free particle of mass m is described by the
relativistic Maupertuis action:

S =−
∫

Edt +
∫

pdx =
∫

pidxi = mc
∫

ds. (7.95)

Variation of the trajectories, δxi(s), lead to the description of the free fall. Assuming
a general metric, ds2 = gi jdxidx j, this variational principle leads to the description
of geodesic motion. It is straightforward to show by noting that the variation of the
proper distance differential can be written as

δ (ds) =
1

2ds
δ (ds2) =

1
2ds

δ
(
gi jdxidx j) . (7.96)

Considering the variation δxi(s) three terms occur:

δds =
ds
2

{
∂gi j

∂xk uiu j
δxk +gi jui dδx j

ds
+gi j

dδxi

ds
u j
}

, (7.97)

with ui = dxi/ds being the components of the four-velocity. The Maupertuis action
(7.95) therefore has the variation

δS = mc
∫

δ (ds) =
∫ {1

2
∂gi j

∂xk uiu j− d
ds

(gikui)
}

δxkds, (7.98)

after performing partial integration in the second and third term, change of indices
to factorize out δxk, and utilizing the symmetry of the metric tensor. The variational
equation δS = 0 for arbitrary path variation δxi(s) leads to the following general
equation of motion

d
ds

(
gikui)=

1
2

∂gi j

∂xk uiu j. (7.99)

Using now the chain rule for the s-derivation on the left hand side, rearranging and
symmetrizing the coefficient of the term uiu j we arrive at

gik
dui

ds
=

1
2

(
∂gi j

∂xk −
∂gik

∂x j −
∂g jk

∂xi

)
uiu j. (7.100)
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Finally multiplying by the inverse metric tensor, gnk and arranging to zero one rec-
ognizes the Christoffel symbol in the expression in the large brackets and concludes
to the equation of the geodesic motion:

dun

ds
+Γ

n
i j uiu j = 0. (7.101)

Knowing of this equivalence one can obtain the trajectory of geodesic motion, the
solution of equation (7.101), also by varying the Maupertuis action (7.95) directly.
This method is especially fruitful if the metric shows high symmetry.

The general spacetime metric of a static, radially symmetric black hole is
given by

ds2 =− f (r)dt2 +
dr2

f (r)
+ r2dΩ

2. (7.102)

Denoting the total s-derivatives by an overdot, the Maupertuis action is expressed
in terms of the coordinate derivatives:

S = mc
∫ √

− f ṫ2 +
1
f

ṙ2 + rθ̇ 2 + r2 sin2
θφ̇ 2 ds. (7.103)

This integral has the shape of S = mc
∫

L(ṫ, ṙ, θ̇ , φ̇ ,r,θ)ds. The integrand, L, is pro-
portional to the Lagrangian. Not depending explicitly on t and φ there are two con-
stants of the free motion. The Euler-Lagrange type equations belonging to this action
describe the trajectory of the free fall of the particle with the mass m:

∂L
∂ t
− d

ds
∂L
∂ ṫ

= − d
ds

(
−2 f ṫ

2L

)
= 0,

∂L
∂ r
− d

ds
∂L
∂ ṙ

=
1

2L

(
− f ′ṫ2− f ′

f 2 ṙ2 +2r(θ̇ 2 + sin2
θφ̇

2)
)
− d

ds
2ṙ

2L f
= 0,

∂L
∂θ
− d

ds
∂L
∂ θ̇

=
1

2L

(
2r2 sinθ cosθ φ̇

2)− d
ds

2r2θ̇

2L
= 0,

∂L
∂φ
− d

ds
∂L
∂ φ̇

= − d
ds

2r2 sin2
θ φ̇

2L
= 0. (7.104)

Due to the very definition of the metric (7.102), however,

L2 =− f ṫ2 + ṙ2/ f + r2
θ̇

2 + r2 sin2
θ φ̇

2 =−1 (7.105)

for a particle moving on a timelike path. Using this simplification we utilize three
of the four equations of motion (7.104)
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d
ds

(
f (r)

dt
ds

)
= 0,

d
ds

(
r2 sin2

θ
dφ

ds

)
= 0,

d
ds

(
r2 dθ

ds

)
= r2 sinθ cosθ φ̇

2, (7.106)

and instead of the fourth one we use the L2 =−1 condition (7.105):

ṙ2 = f
(
−1+ f ṫ2− r2

θ̇
2 + r2 sin2

θ φ̇
2) . (7.107)

Two of the equations can readily be integrated

f ṫ = K,

r2 sin2
θ φ̇ = J. (7.108)

Starting in the equatorial plane, θ = π/2, θ̇ = 0, the third equation in (7.106) ensures
that the trajectory remains in this plane. Studying in particular radial motion, φ̇ = 0
at the beginning, and so it remains. In this case one of the integration constants in
(7.108) vanishes, J = 0. The radial motion is then described by (7.107),

ṙ2 = f (−1+ f ṫ2) =− f +K2. (7.109)

The second equality is a consequence of the first line in (7.108).
It is particularly interesting to study the free falling trajectory near to the black

hole horizon; here we expect universal behaviour. Taking the s-derivative of the
square root of the left hand side in the equation (7.109) we obtain the proper accel-
eration of a free falling particle:

d2r
ds2 =− f ′

2
√
− f +K2

dr
ds

=−1
2

f ′(r). (7.110)

Near to the black hole horizon this quantity behaves regularly featuring a constant
acceleration

d2r
ds2

∣∣∣∣
r=R

=−1
2

f ′(R). (7.111)

Although f (R) = 0 causing the coordinate singularity for the far observer,
f ′(R) 6= 0 is a finite value. In particular for a Schwarzschild black hole f (r) =
1−R/r with R = 2GM/c2 being the Schwarzschild radius. In this case g = r̈(R) =
f ′(R)/2 = c2/2R is the acceleration on the trajectory of a free falling particle at the
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horizon7. The corresponding Unruh temperature, T satisfies

kBT
h̄c

=
1

2π

g
c2 =

1
4πR

=
c2

8πGM
. (7.112)

From this result we can determine the coefficient α in the S = αA formula. For this
purpose we use the d(Mc2) = T dS correspondence. On the one hand

T dS =
kBT
h̄c

d
(

h̄c
S
kB

)
, (7.113)

which - replacing S = αA = α4πR2 becomes

T dS = 2α
h̄c
kB

dR. (7.114)

On the other hand expressing the black hole mass with the Schwarzschild radius
M = Rc2/2G and

d(Mc2) = d
(

R
2G

c4
)

, (7.115)

which must be equal to T dS obtained in (7.114). This leads to

c4

2G
=

h̄c
kB

2α. (7.116)

Expressing α we conclude that

α =
1
4

kB

h̄c
c4

G
=

kB

4
c3

h̄G
. (7.117)

Here the factor 1/4 is the famous result, the other factors are combinations of dif-
ferent natural constants. In particular it is customary to introduce at this point the
Planck length, LP =

√
h̄G/c3, in which units the black hole horizon area contributes

to the formal entropy:

1
kB

S =
1
4

A
L2

P
. (7.118)

Of course, not only for the Schwarzschild black hole, but near to any horizon
a free falling particle is locally isometric to a Rindler space describing constant
acceleration. It is easy to recognize again in the radial case.

Let us consider the metric (7.102) around r = R with f (R) = 0 defining the hori-
zon. Expanding in ε = r−R near to the horizon one considers f = ε f ′(R). With this

7 The negative sign reflects the property that all radially moving particles (outbound or inbound)
feel an acceleration towards the center of the black hole.
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the metric to leading order becomes

ds2 =−ε f ′(R)dt2 +
dε2

ε f ′(R)
+R2dΩ

2. (7.119)

We follow now the same steps as by the study of the Reissner-Nordstrøm metric.
Introducing the coordinate ρ by requiring

dρ
2 =

dε2

ε f ′(R)
(7.120)

we obtain ∫ √
f ′dρ =

∫ dε√
ε

= 2
√

ε. (7.121)

From here ρ = 2
√

ε/ f ′ follows. Substituting this result back into the spacetime
metric expression and noting that R2dΩ 2 = dx̂2 + dŷ2 is a flat subspace, we arrive
at

ds2 =−1
4

f ′2ρ
2dt2 +dρ

2 +dx̂2 +dŷ2. (7.122)

Noting now that g = f ′(R)/2 is the magnitude of the proper acceleration of a free
falling particle at the horizon, this metric can be made locally Minkowskian by the
correspondence

t̂ = ρ sinh(gt),
ẑ = ρ cosh(gt) (7.123)

with the obvious result ds2 =−dt̂2 +dẑ2 +dx̂2 +dŷ2.
Since the near-horizon metric in the coordinates (t̂, ẑ, x̂, ŷ) is Minkowskian, a

plane wave described in this metric shall be analyzed by the far observer in terms
of his/her time coordinate t. Similarly as in the case of the special relativistic Un-
ruh effect, this Fourier re-analysis gives a thermal black body radiation for a single
photon of frequency ω . For the sake of definiteness we spell here explicitly out this
consideration.

The coordinate ρ is treated approximately as a constant in the near-horizon anal-
ysis, its value will not enter into the formula of the equivalent Unruh temperature.
The frequency dependent complex amplitude of a wave in terms of the far static
observer’s time, t, is given by

F(ν) =
+∞∫
−∞

eikẑ−iω t̂ eiνtdt. (7.124)

Considering radiated photons in the positive radial direction, k = ω , while t̂ and ẑ
are given in equation (7.123). Using this we have
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F(ν) =
+∞∫
−∞

eiωρe−gt
eiνtdt. (7.125)

We introduce again the integration variable z = ωρe−gt which has the value +∞ at
the infinite past, t =−∞, and the value zero at the infinite future, t = +∞ for the far
observer. Its differential, dz =−gzdt, relates the t-integration to the z-integration:

F(ν) =
∞∫

0

dz
gz

eiz e−
iν
g ln z

ωρ (7.126)

From this result a phase factor can be separated and the rest is an Euler Gamma type
integral

F(ν) =
1
g

e
iν
g ln(ωρ)

∞∫
0

dz ziν/g−1 eiz (7.127)

The result of integration is described by the Euler Gamma function

F(ν) =
1
g

e
iν
g ln(ωρ) iiν/g

Γ (iν/g). (7.128)

The iν/g-th power of i = eiπ/2 gives the unique real factor, e−πν/2g. The absolute
value squared of this wave amplitude for the far observer is given by

|F(ν)|2 =
1
g2 e−

πν
g Γ

(
iν
g

)
Γ

(
− iν

g

)
. (7.129)

Finally utilizing a certain mathematical property of the Euler Gamma function,
namely that Γ (iA)Γ (−iA) = π/Asinh(πA), we obtain a result proportional to the
Planck distribution:

|F(ν)|2 =
2π

gν

1
e2πν/g−1

. (7.130)

In conclusion, a photon, radiated mono-chromatically near the horizon, looks
like a Planck distributed, thermal black body radiation when detected by a far, static
observer. The equivalent temperature satisfies the relation

kBT
h̄c

=
1

2π

g
c2 . (7.131)

We note, that the essence of this effect is entirely classical, describing the influence
of curved spacetime on the propagation of massless plane waves. Planck’s constant
enters solely in the interpretation of the frequency distribution of the classical wave
as an energy distribution of a particle, called photon, in the detection process.
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Also the entropy formula (7.93), connected to the area of the event horizon
surrounding a black hole, is more general. Here we sketch some ideas, how it
can be applied to more general - but still radial symmetric - spacetimes, than the
Schwarzschild one.

Noting that the near horizon acceleration, g = c2

2 f ′(R), is related to the seeming
temperature from spatial infinity (cf. equation 7.131), the seeming entropy repre-
sented by such a horizon can be calculated in a way, which follows the classical
approach of Clausius. Using namely, 1/T as an integrating factor – assuming that
other extensive quantities are kept constant – the entropy is integrated as

S =
∫ d(Mc2)

T
= kB

4πc
h̄

∫ dM
f ′(R)

. (7.132)

The value of the derivative of the metric factor, f (r) is to be taken at the horizon,
which is defined by the constraint f (R) = 0. We use this implicit definition in the
above equation by inserting a formal integration over r with a Dirac-delta distribu-
tion:

S = kB
4πc

h̄

∫∫
δ (r−R)

f ′(r)
dr dM. (7.133)

The important step is to realize that f ′(r) actually is the Jacobian of the variable
change from r to f (r), therefore we can equivalently write

S = kB
4πc

h̄

∫∫
δ ( f (r)) dr dM. (7.134)

Interchanging now the order of integration, f (r) will be treated as a function
containing the total mass M. The integration over M can now be done by using the
Dirac-delta, and we arrive at a formula with a new Jacobian in the denominator

S = kB
4πc

h̄

∫ dr∣∣∣ ∂ f
∂M

∣∣∣
f (r,M)=0

. (7.135)

This formula already includes the Reissner-Nordstrøm case as well as a possible
cosmological constant term. We can do the integral for all type of solutions of the
Einstein equations containing a factor of the following type:

f (r) = 1− 2GM
c2r
− f̂ (r). (7.136)

The only assumption we need is that f̂ (r) is independent of M. This is a physically
well-supported assumption, since far from the horizon Newtonian gravity has to be
re-established. This is reflected in the first two terms of the general expression. For
such spacetimes one obtains
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∂ f
∂M

=−2G
c2r

. (7.137)

The integration in the formula (7.135) now can be done analytically. and in the result
the radius at the horizon has to be taken. This leads to

S =
1
4

kB
A
L2

P
(7.138)

with the horizon area, A = 4πR2, and L2
P = h̄G/c3 being the square of the Planck

length.

It is interesting to note that the Planck scale, represented by either the length
LP or the mass MP, can also be related to a smallest amount of information[67].
Information and entropy are intimately related by noting that knowledge itself can
be quantified along a process of restricting probabilities. Probabilities prior knowl-
edge are more uniform than after any restriction; this way maximal entropy states
represent the least knowledge about a physical system. The negative entropy as a
measure of information has been proposed by Claude Shannon[69], practically co-
incident with the Boltzmann formula:

S = kB

N

∑
i=1
−wi lnwi

– without further constraints – is maximal at equiprobability, wi = 1/N, with N
possible alternatives. The minimal information on the other hand is defined by the
gain in information, or equivalently by the loss in entropy, due to an answer to a
single ”yes/no” question8. The smallest possible unit of information is the negative
of a change in the entropy of a system with two, mutually excluding alternative states
by changing from equiprobability state to a pure state. Before the measurement
process we have the probabilities w1 = 1/2,w2 = 1/2, and after obtaining the full
information (a definitive yes or no) w1 = 1,w2 = 0. Due to the Shannon-Boltzmann
formula the change is

1
kB

∆S = (−1ln1−0ln0)−
(
−1

2
ln

1
2
− 1

2
ln

1
2

)
=− ln2. (7.139)

Applying this to the black hole entropy, one concludes that the 1-bit information
black hole should have a horizon area satisfying

1
4

A
L2

P
= ln2. (7.140)

8 Of course the total entropy in a closed system will not decrease, therefore the observer, who
obtains the answer, will inevitably warm up and therefore increase his entropy. This fate of the
Maxwell’s demon inquiring information on the level of atomic motion was first calculated by Leo
Szilard.
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The corresponding radius of a Schwarzschild black hole would be

R1−bit = LP

√
ln2
π
≈ 0.47LP, (7.141)

about the half of the Planck length. Certainly this is an interesting numerical coinci-
dence, but the very black hole entropy formula, (7.138), might be invalidated at this
distance scale. Here quantum gravity should describe the core physics.

When black holes radiate, it has serious physical consequences. These conse-
quences can be analyzed without referring to quantum gravity; they are comprehen-
sible already in a semiclassical context.

The Hawking radiation has been described as a spontaneous particle production
from the vacuum at the horizon. A pair of positive and negative energy fluctuations,
quantum mechanically always present, can be separated due to the strong gravita-
tional field. While the positive energy excitation propagates to radial infinity and
eventually will be detected, the negative energy partner falls below the event hori-
zon and eventually will be absorbed by the massive singularity which generates the
black hole. This process reduces the energy of the black hole with the same amount,
that is carried away by the black body radiation.

This way the Hawking radiation means an outwards directed thermal radiation
from the event horizon wrapping the black hole – for a static, far observer. Energy
seems to come from the black hole. The black hole is loosing energy - it occurs
as a physical decay process. The mass energy content, Mc2, must be decreasing.
Moreover it is diminished to nothing in a finite time!

To obtain this result easily it is sufficient to consider the Stefan-Boltzmann law of
black-body radiation: the energy density e = σT 4 (in natural units of h̄ = c = kB = 1)
integrated over the total area of the horizon gives the luminosity, the loss of energy
in a time unit:

dM
dt

=−σT 4A. (7.142)

Substituting the corresponding expressions for the Hawking temperature and the
effective source area of A∼ 4πR2 with R being the Schwarzschild radius of a black
hole horizon into this formula we obtain

dM
dt

=− α

M2 (7.143)

with some constant α . The simple differential equation (7.143) is analytically
integrable to

1
3
(
M3−M3

0
)

=−αt, (7.144)

therefore a black hole having a mass of M0 at the beginning of Hawking radiation
will be evaporated away in a finite time of
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t0 =
1

3α
M3

0 . (7.145)

This radiation also occurs to be a conversion from a pure quantum mechanical
state, a single photon near the horizon (or the Fock vacuum state as well) into an
incoherent many photon state, like a black body radiation appears for a far observer.
Entropy has been picked up while propagating from close to the event horizon to the
detection in flat spacetime far away. This process has to overcompensate the entropy
loss by shrinking the horizon of an evaporating black hole.

There were countless speculations about where the entropy may go to, when a
black hole is shrinking due to Hawking evaporation. At the end of this process, when
the Schwarzschild radius approximates the corresponding Compton wavelength of
the black hole mass, quantum gravity must be used to describe the situation. Notably
this happens when, R = 2GM/c2 ≈ h̄/Mc, i.e. by reaching the Planck scale, M ≈
MP, R ≈ LP. The description of the very end of black hole evaporation is therefore
described as the ”trans-Planckian” problem[70].

A further, from thermodynamical viewpoint strange property of the black hole
evaporation is, that by shrinking the radius the temperature rises, since kBT/h̄c =
1/4πR. This way an evaporating black hole would loose energy, but instead of cool-
ing down in this process, it warms up. It is so far unusual, that in this respect black
holes must have negative heat capacity. However, bodies with negative heat capac-
ity cannot be thermodynamically stable; this could be the reason for decay. Being
unstable, they also cannot be formed by near-equilibrium, adiabatic processes. They
- if they exist - must be remnants of a dynamically dramatic, far from equilibrium
epoch of the Universe[71].

7.2.4 Gravity emerging from information

In the previous sections it was demonstrated how the classical concepts of tempera-
ture and entropy have emerged from such unexpected corners of physics, like strong
gravity and black holes. In particular gravitational force has been reinterpreted in
the language of geometry as effects on the spacetime metric in the theory of general
relativity. These effects, under certain circumstances, when the relevant phenomena
are bound to a constant acceleration, mimic the effect of finite temperature radiation
spectra. The very question is: do they just mimic, or in fact are thermal in a general,
but still with classical thermodynamics compatible, sense?

There are two possible logical paths to seek answer to this question. One possibil-
ity is to consider mechanisms other than a constant acceleration and the equivalence
principle, as it was discussed above. Regarding the diffuseness of energy distribution
as a leading effect of a finite temperature, other causes or forms of energy (or wave
frequency) dispersion may be accounted for. In particular, one may speculate that if
quantum uncertainty of energy and spacetime were considered simultaneously, as it
has to be in the framework of quantum gravity, new interpretation channels could
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be reached also for the Unruh temperature. The back side of this coin, namely a
quantum theory emerging from classical gravity in a higher dimensional bulk, has
been proposed by t’Hooft.

A further possibility is to reinterpret our classical theories about gravity in terms
of thermodynamics, reverting this way the levels of being more elementary: if grav-
ity – in theory – can be derived from an entropy maximum principle instead of
deriving entropy for black holes by analogies, as it historically has been done, then
we would consider the concept of information (entropy) and noise level (tempera-
ture) more elementary than space, time and gravitational force. The latter would be
then derived quantities. Such a suggestion in fact has been made, most recently in
ref.[72]. We outline the main steps of this chain of thoughts below.

Motivated by the suggestive paper of Erik Verlinde[72] ”On the Origin of Gravity
and the Laws of Newton” and its predecessors[73] we indicate the possible way to
derive our classical knowledge on mechanics and gravity from an entropy maximum
principle. This is actually the same connection between these concepts as we were
discussing so far, but viewed from another corner. Such a change of our viewpoint
is sometimes quite refreshing.

The starting point is Bekenstein’s original ”thought experiment” of dropping a
small particle with mass m into a black hole horizon[67]. The particle is kept by a
string and is adiabatically slowly lowered towards the horizon. Due to the infinite
redshift at the horizon for a far, static observer this process may seem so, that the
mass of the black hole would not be increased at all. A thermal gas of such particles
could then disappear beyond the horizon reducing entropy for the outside world.
This effect must be compensated. Bekenstein argues that in fact already being close
to the horizon, as far as a Compton wavelength, λ = h̄/mc only, means to be part of
the black hole. This way there is a small, but finite mass increase and consequently
there is a small increase of the horizon area.

Let us return to the following problem: We seek for the entropy inside a horizon
defined by an extremal Reissner-Nordstrøm solution (now simply in 3+1 spacetime
dimensions) supported with a cosmological term (cf. problem 7.3). Observing that
MPLP = h̄/c is a purely quantum mechanical, while LP/MP = G/c2 is a purely
gravitational combination of the Planck scales, the formula (7.134) can be written
entirely in terms of these scales:

S
kB

= 4π

∫∫
δ ( f (r;M))

dr
LP

dM
MP

. (7.146)

From now on everything is understood in Planck scale and Boltzmann units. The
radial metric factor for an extremal RN black hole with cosmological term is given
as

f (r;M) =
(

1− M
r

)2

− r2

a2 . (7.147)
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The horizons are determined by the solution of the fourth order algebraic equation
f (r;M) = 0 leading to

M0(r) = r(1∓ r/a). (7.148)

The derivative of f with respect to M gives

∂ f
∂M

=−2
r

(
1− M

r

)
, (7.149)

which at the horizon becomes ∓2/a. The entropy is therefore obtained as

S = 4π

∫ dr∣∣∣ ∂ f
∂M

∣∣∣ = 2πra. (7.150)

This is not the (one fourth of the) horizon area, but its perimeter multiplied by the
cosmological length scale a.

Our result is that the entropy associated to such an extremal Reissner-Nordstrøm
black hole with cosmological term in physical units is given as

S = 2πkB
R
LP

a
LP

, (7.151)

the Unruh-Planck temperature as

kBT = LPMP
g

2π
(7.152)

with R being the radius of the event horizon and g the magnitude of accelera-
tion near to this horizon. Conjecturing now that the ”cosmological” scale parameter
would be responsible for particle mass, one assumes

a
LP

=
m

MP
. (7.153)

This assumption – perhaps surprisingly – leads to a formula in which the Planck
scales cancel:

T S = mgR. (7.154)

In a final step we consider the free energy of a particle with mass m in gravitational
field near to such a horizon, mc2−T S, and interpret its change by the horizon radius
as a force acting on the particle:

F =
∂

∂R

(
mc2−T S

)
=−mg. (7.155)
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It is not only the correct gravity effect on a test particle near the horizon, but
interpreting in a wider context also Newton’s second law derived as a linear force
effect stemming from an extremal RN black hole in a de Sitter universe.

A very similar reasoning has been recently given by Erik Verlinde[72]. But his
argumentation goes on to connect even Newton’s law of gravity and the Einstein-
Hilbert theory of gravity with the thermodynamical formulas for black holes. Con-
sidering that the force acting on masses is in fact a consequence of a temperature,

F = mg = 2π
m

MP

kBT
LP

, (7.156)

and interpreting the horizon area as just being a playground for

N =
A
L2

P
(7.157)

independent degrees of freedom, the energy associated to the ”noise” at the same
temperature is given by

E =
1
2

NkBT. (7.158)

By identifying this energy with the total mass causing the black hole, E = Mc2, and
calculating with a spherical surface area, A = 4πR2 one arrives at the force

F = 2π
m

MP

2Mc2

LP

L2
P

4πR2 = G
Mm
R2 . (7.159)

In this interpretation gravity is an entropic force. This concept holds effective even
for deriving the Einstein equations.

7.3 Quark matter equation of state from dual gravity models

Certainly one of the most interesting novel theoretical developments in high energy
physics is the application of the so called AdS/CFT conjecture[74] for predicting
important quantities in strongly coupled field theories, among others most remark-
ably for strongly coupled quark-gluon plasmas (QGP). There is a growing evidence
that such a QGP state is formed in relativistic heavy-ion experiments before the
decay into hadrons[75, 76].

The AdS/CFT conjecture is a duality hypothesis between field theories defined
in d dimensions and obeying a local internal SU(N) symmetry on the one hand,
and a type IIB string theory on a d + 1-dimensional anti-de Sitter (AdS) spacetime
together with a 9−d dimensional compact manifold on the other hand. For our expe-
rienced world d = 4, this means an AdS5×S5 manifold. Although this string theory
is also not entirely solvable, as well as the strongly coupled field theory describing
the particle physics world is not, there are limits which are mutually corresponding
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to each other by a weak coupling - strong coupling duality. Field theories, includ-
ing Yang-Mills fields and a corresponding coupling, gY M and an SU(N) symmetry
in the large N limit, behave like the classical supergravity approximation to string
theory with the coupling constant λ = g2

Y MN. This way weakly coupled, almost
classical string theory problems are connected to strongly coupled (large g2

Y M) field
theory, where solutions have been provided by complex numerical calculations on
an Euclidean spacetime lattice before this technique. Such problems, better to say
mathematical exercises akin to such problems, are now solvable by using equations
of classical, higher dimensional supergravity.

This promising conjecture is not yet proved, whatsoever. Also further traps are
hidden in differences between the phenomenologically best fitted field theory of
strong interactions, quantum chromodynamics (QCD) and supersymmetric Yang-
Mills theories. Also the meaning of large N for evaluation of experimental results
is mysterious. Yet, this interconnectedness of two fields of theoretical physics is
tantalizing, and its use in modern contemporary research seems to assume (but not
to prove) deep properties of spacetime and matter. It has a place in a book asking
”Is there a temperature?” in energetic events forming the elementary matter.

In this section we review the classical (anti-)de Sitter solution of the Einstein
equations, we outline the most characteristic issues of the evolution of string the-
ory and present the AdS/CFT conjecture. Particular solutions in higher dimensional
spaces will be introduced and reference will be taken to comparisons of results to
high energy quark matter phenomena, especially to the equation of state of matter
consisting of Yang-Mills field excitations. The temperature, used in this context, is
on the one side a kind of Unruh-temperature associated to black-hole thermodynam-
ics in a higher dimension, and – by duality – the more ”normal” temperature used in
four-dimensional field theory calculations as the reciprocal value of the periodicity
length of field configurations in imaginary time.

7.3.1 The anti-de Sitter (AdS) spacetime

The static, radial vacuum solution with a cosmological constant λ has the spacetime
metric given in equation (7.61) by replacing c1 = 0. In this case no horizon is appar-
ent. The anti-de Sitter (AdS) spacetime assumes λ > 0; in this case it is comfortable
to denote it as λ = 3/a2. Introducing furthermore the abbreviation

dΩ
2 = dθ

2 + sin2
θdφ

2 (7.160)

for the differential surface element on S2, the AdS spacetime metric has the follow-
ing standard form:

ds2 =−
(

1+
r2

a2

)
dt2 +

dr2

1+ r2

a2

+ r2dΩ
2. (7.161)
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With a real parameter a this metric nowhere has a horizon, nor a coordinate
singularity.

There are, however, coordinate transformations, which lead to another, frequently
used form of this metric. The basic one is an embedding into the five-dimensional
Lorentzian spacetime R(2,3). Here the quadratic length of an infinitesimal arc is given
by

ds2 =−dt2
1 −dt2

2 +dr2 + r2dΩ
2. (7.162)

The embedding of the 4-dimensional AdS spacetime is achieved by satisfying the
following hyperbolic equation

t2
1 + t2

2 − r2 = a2. (7.163)

We briefly show the isometric equivalence of this four-surface with the standard AdS
metric (7.161). The defining equation (7.163) allows for the following parametriza-
tion:

t1 =
√

a2 + r2 sinζ ,

t2 =
√

a2 + r2 cosζ . (7.164)

This gives rise to the following differentials

dt1 =
r√

a2 + r2
sinζ dr +

√
a2 + r2 cosζ dζ ,

dt2 =
r√

a2 + r2
cosζ dr −

√
a2 + r2 sinζ dζ . (7.165)

The squared sum of these two expressions becomes

dt2
1 +dt2

2 =
r2

a2 + r2 dr2 +
(
a2 + r2) dζ

2 (7.166)

Substituting this result into the metric expression (7.162) of the embedding five-
dimensional spacetime we arrive at

ds2 = −
(
a2 + r2)dζ

2 +
(

1− r2

a2 + r2

)
dr2 + r2dΩ

2. (7.167)

Now it is easy to realize that the coordinate t = aζ becomes the corresponding time
coordinate in order to achieve the standard AdS form (7.161). It is amazing to note
that the timelike coordinates in the five-dimensional Lorentzian spacetime, in which
the hyperboloid is embedded, are now periodic functions of the time coordinate t of
the standard AdS vacuum solution:
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t1 =
√

a2 + r2 sin
t
a
,

t2 =
√

a2 + r2 cos
t
a
. (7.168)

On the (t1, t2) brane, a ”two-dimensional time-sheet” there are closed trajecto-
ries possible; closed timelike paths. The period of time, β = 2πa, can be related
to the Unruh temperature T = g/2π at r = 0 by noting that in the case of constant
acceleration g, analyzed in imaginary time, one would have it1 = 1

g sinh(igt) and
hence g = 1/a with T = g/(2π) = 1/(2πa) = 1/β . All these strange mathematical
coincidences make some to believe that the AdS spacetime has to play an important
role in the final theory of quantum gravity: a period in imaginary time as the inverse
temperature also occurs in high temperature field theory without gravity effects.

A further important transformation of the standard AdS coordinates leads us to
a form ready to explore correspondence with modern string theory; a candidate for
being the underlying explanation both for strong gravity objects, like black holes,
and quantum behavior, i.e. field theory of interacting quanta. This transformation
leads to the so called ”conformal” coordinates.

Let us discuss this transformation for the more general case allowing for the
presence of a spherical black hole wrapped in a radial horizon at r = c1. In this
case the radius dependent factor occurring in the standard metric is given as A(r) =
1− c1/rd−2 +λ r2/3 (cf. equation 7.61 for d = 3). The following conformal metric
form in d space and 2 timelike dimensions,

ds2 =
1

f (z)
(
−dz2−dt2 +dR2 +R2dΩ

2
d−1
)

(7.169)

includes the macroscopic classical spacetime we know for d = 3. With an eye on
string theory we allow, however, for an arbitrary number of spatial dimensions d.

In order to be compatible to the standard AdS metric form one has to ensure that

A(r) = B(R) =
1

f (z)
(7.170)

defining implicitly the z(r) relation which embeds a d + 1-dimensional spacetime
into the conformal metric space (7.169). Furthermore we have R = r/

√
A(r) for the

”angular” part, in order to ensure R2dΩ 2
d−1/ f (z) = r2dΩ 2

d−1. Differentiating this
relation one observes that

√
AdR =

(
1− rA′

2A

)
dr (7.171)
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and therefore

ds2 = −Adz2−Adt2 +
(

1− rA′

2A

)2

dr2 + r2dΩ
2
d−1. (7.172)

Utilizing now the - yet unknown - z(r) relation we obtain dz = z′(r)dr, and arrive at
the following metric on the embedded d +1-hypersurface

ds2 = −Adt2 +

[
−A(z′)2 +

(
1− rA′

2A

)2
]

dr2 + r2dΩ
2
d−1. (7.173)

In order to have the standard form, the coefficient of the term dr2 in the square
bracket in the above formula must be equated to 1/A. This leaves us with a differ-
ential equation for the unknown z(r) function:

−A
(

dz
dr

)2

+
(

1− rA′

2A

)2

=
1
A

. (7.174)

In the case without black hole horizon, c1 = 0, the above equation is analytically
solvable. We have A(r) = 1+λ r2/3 and hence A′ = 2λ r/3. This gives rise to

1− rA′

2A
= 1− λ r2/3

1+λ r2/3
=

1
1+λ r2/3

. (7.175)

Following equation (7.174) we arrive at(
dz
dr

)2

=
1

1+λ r2/3

[
1

(1+λ r2/3)2 −
1

1+λ r2/3

]
. (7.176)

Performing the square root we obtain

dz
dr

=
r
√
−λ/3

(1+λ r2/3)3/2 . (7.177)

This equation is easily integrable with the result:

z =
√
−3/λ

(
1+λ r2/3

)−1/2
. (7.178)

Comparing this result with expression for A(r) at c1 = 0 we conclude that the con-
formal factor in the metric (7.169) has to be

f (z) =
1

A(r)
=−λ

3
z2. (7.179)

It is interesting to note that while the radial coordinate r runs from zero to infinity,
the conformal radial coordinate, R is given by
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R =
r√

1+λ r2/3
, (7.180)

and is therefore limited between zero and the maximal value Rmax =
√

3/λ for a
positive cosmological constant, λ .

7.3.2 A brief history of strings

We, of course, cannot have a comprehensive introduction into string theory as a
subsection in a book about the concept of temperature in extreme physical situations.
On the other hand, it cannot be avoided to sketch a faint picture of the main concepts
and mathematical language of string theory; otherwise we would not have a chance
to speculate about the whys and hows of applying the (super)gravity analogues to
the field theory of the elementary strong interaction. We follow here the summary
given in the PhD thesis of William Horowitz[77]. For a more throughout discussion
the Reader may consult ref.[78].

Originally, string theory has been developed with the purpose to describe the nu-
clear ”alpha” force, the hadronic strong interaction. After a gigantic detour towards
an elementary string theory of everything (i.e. space and time, quantum gravity and
all elementary interactions), due to the AdS/CFT correspondence – tacitly including
a CFT/QCD correspondence, too – again it is used as a fast lane for obtaining re-
sults for QCD matter. Of course, this is not the only research field in contemporary
string theory; among many, questions of elementary physical world geometry and
quantum physics still belong to this research area.

In the 1960-s the phenomenological, special relativistic string model has been
created to explain the mass spectrum of hadronic resonances. In fact it had success in
describing a particular property of such spectra, namely the linear dependence of the
total angular momentum on the mass squared, J ∝ M2. Since the mass of resonances
is obtained from scattering measurements via the four-momentum squared of the
(mostly binary) decay products, M2 = s = (p1 + p2)2, the linear trend expressed by

J = α(s) = α(0)+α
′s (7.181)

can be well fitted to experimental points. Moreover, the slope of this line, α ′,
looks universal over several meson and baryon resonance families: α ′ ≈ 1 GeV−2.
This can be easily modeled by a string constant, σ , describing the energy per unit
length stored in a string: E = σ`. The model of the hadron is then a spinning rod –
a maximally stretched string – carrying the relativistic energy

E =

`/2∫
−`/2

σds√
1− v2(s)

. (7.182)
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Here v(s) describes the velocity profile of the string while spinning, obviously
bounded by the velocity of light. Therefore v(−`/2) = −1 and v(`/2) = +1 in the
natural units of light speed c = 1. In order to obtain hadronic mass spectrum in this
model one minimizes E by constrained total angular momentum,

J =

`/2∫
−`/2

sv(s)σds√
1− v2(s)

. (7.183)

The minimizing variational condition,

δ

δv
(E−ωJ) = 0, (7.184)

leads to a linear velocity profile, v(s) = ωs. With this solution the total energy and
angular momentum are given as

M = Evar =
σ

ω

+1∫
−1

dv√
1− v2

=
σ

ω
π,

J = Jvar =
σ

ω2

+1∫
−1

v2 dv√
1− v2

=
σ

ω2
π

2
. (7.185)

This variational solution gives rise to the formula

J =
M2

2πσ
(7.186)

by eliminating the Lagrange multiplier, ω . The Regge slope parameter, α ′ is
henceforth connected to the string constant in this simple model as α ′ = 1/(2πσ).

In the time of the first appearance of the string idea there was a very success-
ful quantum electrodynamics, but understandably a hesitation occurred against to
apply it to the strong nuclear force. Further worsened the situation the so called
”nuclear democracy”: no hadron seemed to be more fundamental than any other.
At the beginning even the eightfold way quark model of Gell-Mann was consid-
ered as a purely mathematical construct. In the focus of interest were quantities re-
lated to scattering experiments, most remarkably the S-matrix. Combined this with
asymptotically free, on-shell particles, general properties like causality and unitarity
played a leading role. The avoidance of negative probabilities induced the require-
ment of maximal complex analiticity of the S-matrix.

Partial wave amplitudes, Al(s), were generalized to analytic functions of complex
angular momentum, A(l,s). These complex amplitude functions had well-separated
poles, the so called Regge poles. The pattern in the position of these poles, l = α(s),
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formed the Regge trajectories: These were – stunningly enough – straight lines.
Therefore the Regge pole pattern, l = α(s) = α(0)+ α ′s, offered a motivation for
the early string theory.

Understandably, the consequences did not remain restricted for these lines on
J−M2 plots, but were conducted back to the analiticity studies. From the crossing
symmetry of scattering amplitudes depending on the Mandelstam variables, s =
(p1 + p2)2, t = (p3− p1)2 and u = (p4− p1)2 in a 1+2→ 3+4 binary scattering,
it was discovered that the t-channel exchange of Regge poles (so called reggeons)
dominates the cross sections at high energy

√
s. A typical amplitude in this limit has

the form A(s, t)∼ b(t)sα(s). The partial wave expansion of such a form on the other
hand shows a series of resonances at integer and half integer values of l (for mesons
and baryons, respectively).

Driven by the logic of the evolution of the S-matrix theory a bootstrap model was
proposed by Chew, where hadrons are exchanged between hadrons and this process
creates the strong interaction. This model contains already the principle of duality:
the poles in the s and t channels show an identical picture. Soon, in 1968, a formula
has been found for scattering amplitudes, T = A(s, t)+ A(t,u)+ A(u,s) satisfying
all the required properties from duality and analiticity by Veneziano:

A(s, t) =
Γ (−α(s))Γ (−α(t))

Γ (−α(s)−α(t))
. (7.187)

It led to linear Regge trajectories. A fully factorized u,s, t-symmetric form,

T =
Γ (a)Γ (b)Γ (c)

Γ (a+b)Γ (b+ c)Γ (c+a)
(7.188)

with

a = −1
2

α(s),

b = −1
2

α(t),

c = −1
2

α(u), (7.189)

has been proposed by Virasoro. Then came a surprise: many-particle generaliza-
tions of these formulas proved to be factorizable into a spectrum of one-particle
states of infinitely many harmonic oscillators. An underlying quantum theory be-
hind this became a tempting idea. But the devil was hiding in the detail: The oscil-
lator quantum creating and annihilating operators carried Lorentz indices and there
were always among them some which created states with a negative norm of the
corresponding wave function. These cannot be physical states! Since they appear
unwanted in calculations, although they cannot exist physically, they were named
ghosts by physicists.

Can these unwanted states be removed? Virasoro has found that by some alge-
braic constraints among the creation and annihilation operators it is possible. Such
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constraints are called Virasoro conditions today. Then – for the life of a researcher
is never easy – another problem occurred: the leading Regge trajectory (largest spin
for a given mass squared) had an intercept α(0) = 1 indicating the presence of a
ground state with negative mass squared. Such an impossible particle – baptized as
a tachyon – is against all experimental evidences, so far. In addition unitarity of the
S-matrix requires that the dimensions of the spacetime would be d = 26 instead of
the classical four.

Understandably, with the advent of quantum chromodynamics the string model
was forgotten. Only a few string theorists continued, stubbornly believing in the
idea that simple requirements, like causality, unitarity and analiticity, would suf-
fice to derive a theory of elementary particles. Abandoned as a theory of hadrons,
it re-emerged as a theory of elementary strings; more elementary than the particles
themselves. Starting in 1974 a reinterpretation of string theory results in this new
light has been made: the massless spin 2 particle must be the graviton as an in-
evitable excitation of elementary strings. This step coupled the field theory and the
theory of gravity – at least as a programmatic view. The theory of everything (every
known elementary interactions) is free from problems inherent in the point particle
picture. It says point particles do not exist, just elementary strings, sweeping sheets
in spacetime.

The richness of particle world received a geometrical interpretation: open strings
describe gauge bosons, the mediators of forces in conventional field theory, which
itself became a low-energy approximation to string theory. The extra dimensions,
d = 26 for a bosonic string theory, but d = 10 for a supersymmetric string theory
handling fermions and bosons in a mathematical democracy, are pointed out by the
requirement of unitarity. The string tension of the elementary string theory is set by
the Planck mass as being α ′ = 1/M2

P; almost forty orders of decimal magnitudes
smaller than the hadronic string tension.

Before the second ”string revolution” in the 1990-s, string theory did not seem
to carry any relevance to conventional hadronic physics. Supersymmetry (SUSY)
and supergravity (SUGRA) have been developed in the late 1970-s. Anomaly can-
cellation has been discovered and superstrings were introduced in the 1980-s. Then
the idea of heterotic strings and compactification of complicated manifolds in high
dimensions (so called Calabi-Yau spaces) led to multiplets partially reminding to ex-
perimentally known Standard Model particles. There were, and there are, however
much more particles – described as string excitations – than could be accommo-
dated by experimental observations even to date. Elementary string theory is still
the cutest and most demanding mathematical act for understanding the foundation
of the physical world, but unfortunately the way from this theory to the experienced
and measured physical reality is still obscured.

Nevertheless string theory has produced a few interesting statements, which
might be of experimental relevance in the present and the near future already. One
of them is a principal bound on shear viscosity of any matter, including the strongly
interacting quark-gluon matter produced in relativistic heavy ion collisions. Such
predictions are due to a correspondence between the gravity theories and the con-
ventional field theories derived in the framework of the elementary string theory.
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This correspondence, most notably the AdS/CFT correspondence, influences our
view on the origin of hadrons, quarks and gluons and their interactions. By the
virtue of this also the thermal properties of the quark matter inherit a supergravity
interpretation, where black hole horizons and the Unruh temperature play a role.

7.3.3 Holography and higher dimensional AdS

Certainly one of the most important ideas to treat quantum theory and black holes
consistently is the holographic principle due to t’ Hooft. It is named after the holo-
graphic technique to store two dimensional images of three dimensional objects by
processing phase information of the light waves. In a general sense on a d−1 dimen-
sional hypersurface the full information about a d-dimensional quantum system can
be stored. In the context of string theory this means that by the physics on a bound-
ary world the physics in the bulk is determined. The very property of the entropy
associated to black hole horizons, i.e. their extensivity in terms of the horizon area
instead of the inside volume, is exactly recalling such a behavior.

In order to gain a little insight into the behavior of solutions of string theory
we have a closer look on the gravity in higher dimensions. The Newtonian gravity
constant becomes Gd in d dimensions and the action (7.24) generalizes to:

S =
∫

ddx
√
−detg

(
c3

16πGd
R +L

)
(7.190)

The corresponding d-dimensional Planck length satisfies9

Ld−2
P =

h̄Gd

c3 , (7.191)

since S/h̄ must be a dimensionless quantity, while cddx has the length dimension of
d and the Ricci scalar has −2.

The weak gravity (Newtonian) potential is such that its d−1-dimensional spatial
Laplacean vanishes outside the source. For a radial symmetric problem this means
that

∆d−1Φ =
1

rd−2
∂

∂ r
rd−2 ∂

∂ r
Φd(r) = 0. (7.192)

Assuming a power-law behavior, Φ(r)∼ rs, this equation leads to

∆d−1Φ ∼ s(s+d−3)rs−2 = 0. (7.193)

The nontrivial solution for this constraint is s = 3− d, so the Newtonian gravity
potential in d−1 spatial dimensions reads as

9 c times the time coordinate has also length dimension.
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Φ(r) =
Kd

rd−3 . (7.194)

The constant can be related to the total mass for example by fitting to an inside solu-
tion of a sphere with radius R and constant density. In this case the radial Laplacean
is not zero but constant, so the power in equation (7.193) equals s = 2. The constant
density integrates to the total mass, i.e.

Rd−1

d−1
Ωd−2ρ = M (7.195)

with Ωd−2 being the (d-2)-dimensional spherical surface at unit radius. The solution
of the radial Poisson equation,

∆d−1Φ(r) = 4πGρ, (7.196)

becomes

Φ(r) =


4πGM

Ωd−2Rd−1
r2

2

− Kd
rd−3

(7.197)

From the continuity of the radial derivative, Φ ′(r) at r = R one obtains

Φ
′(R) =

4πGM
Ωd−2

R2−d = (d−3)KdR2−d , (7.198)

so
Kd =

4πGM
(d−3)Ωd−2

. (7.199)

This potential is the fit of the Schwarzschild vacuum solution to the Einstein equa-
tions, so the metric factor, f (r), becomes

f (r) = 1−
(

Rd

r

)d−3

(7.200)

with Rd−3
d = 2Kd/c2. The Unruh temperature at the Schwarzschild horizon is then

given by
kBT
h̄c

=
1

4π
f ′(R) =

d−3
4πRd

. (7.201)

Such black holes would – unfortunately – still evaporate by Hawking radiation.
A non-evaporating black hole (with zero Unruh temperature) is represented by an

extremal Reissner-Nordstrøm solution. The higher dimensional pendant of the static
radial electric field caused by a charge, contributing to the Lagrangian L and hence
acting like a source term in the Einstein equations, is described by a p + 2 form
instead of a 2-form. The point charge is generalized to a charged p-brane in the d-
dimensional spacetime. The electric flux then goes through a d− p−2-dimensional
(spherical) surface and the Gauss law ensures that
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Sd−p−2

∗Fp+2 = Q. (7.202)

In the most quoted 10-dimensional bosonic supergravity action, a low energy ap-
proximation to string theory, there is in addition a scalar field, called the dilaton. It
couples to the curvature term multiplicative. The total action is given by

S =
1
L8

s

∫
d10x

√
−detgL (7.203)

with the Lagrangian

L = e−2Φ
(
R +4(∇Φ)2)+ 2

(8− p)!
∗F p+2∧Fp+2. (7.204)

Here the ∇ operator acts covariant. This is a ten-dimensional gravity problem with
p-brane electromagnetic field contributions and a scalar field behaving like a con-
formal factor to the Ricci scalar. The 10-dimensional gravity coupling strength is
related to the string length parameter, Ls as G10 = 8π6g2

s L8
s . The string length pa-

rameter is actually related to the Regge slope of the string theory by L2
s = α ′ and

hence to the string tension κ = 1/2πα ′. Finally gs = eΦv by replacing a constant
vacuum expectation value for the dilaton field.

The solution of the corresponding equations yields a metric similar to the
Reissner-Nordstrøm one.

ds2
10 =− f+

c2dt2
√

f−
+
√

f−ds2
p +g

dρ2

f+ f−
+gρ

2dΩ
2
8−p, (7.205)

with

f± = 1−
r7−p
±

ρ7−p (7.206)

and

g = f
1
2−

5−p
7−p

− . (7.207)

Moreover ds2
p is the flat metric arc length square on the p-brane and dΩ 2

8−p is the
angular differential squared in 8− p dimensions. With the time coordinate, ct and
the distance ρ we have altogether ten dimensions. The roots r± are connected to
the scaled mass and charge causing the RN-metric. It is natural that in d spacetime
dimensions static and ”radial”-symmetric solutions have d− 2 degrees of freedom
left. Since we have a charge living on a p-brane, the remaining space, the out-of-
brane world, has d− 2− p dimensions. For d = 10 its 8− p, the dimension of the
angular variable in the metric (7.205). The gravitational and the Coulomb poten-
tial both are solutions obtained by inverting a ”partial” Laplacean operator with a
source on a p-brane: the Gauss-theorem measuring the flux of the gradient of such
potentials considers then an integral surface scaling like ρd−2−p. No wonder that
the potentials themselves are like Φ ∼ ρ3+p−d . In the more familiar framework of
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classical physics one deals with a d = 4-dimensional spacetime and usually with
p = 0 point charges. There Φ ∼ ρ−1 is the form of a static potential. In superstring
theory the surmised proper dimensionality is d = 10, leading to static potentials
like Φ ∼ ρ p−7. Accounting for Newtonian gravity and Coulomb’s law far from the
brane, also the metric must have such factors.

The classical Reissner-Nordstrøm factor now looks like

f (ρ) = 1− 2M̃
ρa +

Q̃2

ρ2a (7.208)

with a = 7− p.

The horizon condition has a general form of

ρ
2a f+(ρ) f−(ρ) =

(
ρ

a−αra
+
)(

ρ
a−β ra

−
)

= 0, (7.209)

resulting in the following correspondence between the roots of this equation and the
physical mass and charge causing the RN-metric under discussion:

2M̃ = αra
+ +β ra

−,

Q̃2 = αβ ra
+ ra
−. (7.210)

The string theory length scales for the mass and the charge are respectively pro-
portional to M̃ ∼ 1/g2

s L8
s and Q̃ ∼ 1/gsLa

s . For the RN-metric M̃ and Q̃2 must have
the same physical string dimension, this points out that in order to explain our 4-
dimensional spacetime one has to consider M̃ ∼ Q̃2 ∼ 1/L8

s ∼ 1/L2a
s , selecting out

a special dimensionality for the charged brane. Namely due to 2a = 2(7− p) = 8
one obtains p = 3.

Let us continue with an extremal RN-solution, M̃ = Q̃ and therefore r+ = r−= R.
In this case the metric simplifies to

ds2
10 =

√
f
(
−c2dt2 +ds2

p
)
+ f

1
2−

5−p
7−p

(
dρ2

f 2 +ρ
2dΩ

2
8−p

)
. (7.211)

with ρ still being the radial distance from the p-brane and with f+ and f− coincid-
ing. We denoted their common square by f ,

f (ρ) = 1− R7−p

ρ7−p = 1− Ra

ra . (7.212)

We recognize the (p,1) Minkowski metric, ds2
(p,1) =−c2dt2 +ds2

p, in the first brack-
ets. This 10-dimensional metric has a more transparent form using the parameter
a = 7− p,

ds2
10 =

√
f ds2

(7−a,1) +
f 2/a
√

f

(
dρ2

f 2 +ρ
2dΩ

2
a+1

)
. (7.213)
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In our world a = 4 and

ds2
10 =

√
f ds2

(3,1) +
dρ2

f 2 +ρ
2dΩ

2
5 (7.214)

with

f = 1− R4

r4 . (7.215)

For getting closer to a more standard AdS form of the metric, let us introduce a new
coordinate, measuring the distance from the horizon at ρ = R. We define it implicitly
by

ρ
a = Ra + ra. (7.216)

By the virtue of this we obtain f = 1−(R/ρ)a = (r/ρ)a and dρ = (r/ρ)a−1dr. The
metric form becomes

ds2
10 =

(
r
ρ

)a/2

ds2
(7−a,1) +

(
r
ρ

)−a/2

dr2 +
(

r
ρ

)2−a/2

ρ
2dΩ

2
a+1. (7.217)

In particular for the physically interesting p = 3, a = 4 case we arrive at

ds2
10 =

r2

ρ2 ds2
(3,1) +

ρ2

r2 dr2 +ρ
2dΩ

2
5 , (7.218)

with ρ4 = R4 + r4.

Near to the horizon ρ ≈ R and the metric can be casted into a form consisting
of two flat parts combined in a way already studied earlier by the AdS and Rindler
spaces. One writes

ds2
10 ≈

r2

R2 (−c2dt2 +dx2 +dy2 +dz2)+
R2

r2 dr2 +R2dΩ
2
5 . (7.219)

Here the last term is the contribution of the differential arc on S5, a 5-dimensional
spherical surface, and the rest is isometric to a 5-dimensional anti-de Sitter space-
time, AdS5. The latter can be viewed as the metric on a 5-dimensional hyperboloid
embedded in 6-dimensional spacetime with signature (-,-,+,+,+,+).

The horizon is at r = 0, the acceleration is given by g/c2 = − f ′(R)/2 = 1/2R.
The Unruh temperature becomes kBT/h̄c = 1/4πR.

Finally let us mention some further peculiar features of the choice p = 3. The
radius of the event horizon satisfies the scaling R7−p ∝ gsQL7−p

s . The charge, Q,
will be related to the number of color components in the corresponding conformal
field theory, Q∼ N. The dilaton field is related to the metric scale factor as

e−2Φ =
1
g2

s
h

3−p
4 (r). (7.220)
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It can have a constant value for exactly p = 3, when h(r) = 1 + (R/r)4 and R =
4πgsNL4

s . This is the case, which is especially interesting: the factor 4πgs = g2
SY M

is related to a super Yang-Mills field theory coupling, which should be dual to
the near-horizon 10-dimensional gravity[74]. The weak coupling approach requires
Ng2

SY M = (R = Ls)4� 1. At the other end, for a strongly coupled super Yang-Mills
theory, the horizon is much larger than the string length parameter, R/Ls� 1. Sim-
ilarly, demanding that this size is much larger than the quantum scale of the Planck
length, leads to (R/LP)4 ∼ N� 1, to the large number of colors (N) limit of Yang-
Mills theory. By a duality transformation a strong and a weak string coupling can be
interchanged, gs→ 1/gs, but N has to remain large in order not to run into quantum
gravity problems while relying on the AdS/CFT correspondence.

7.3.4 Higher dimensional gravity and plasma equation of state

It is quite intriguing to consider the correspondence between black holes and a high
temperature plasma of particles. At very high temperature all particles behave as
they were massless (any mass is negligible besides the thermal energy, mc2� kBT ).
In such a case the entropy density must be proportional to s ∼ T 3 in d = 3 spa-
tial dimensions. The S(T,V ) = aV T 3 relation is a form of the equation of state for
a plasma of massless excitations at temperature T in volume V , the coefficient a
counting for the number of degrees of freedom. The same relation follows from
e = 3p, when the energy-momentum tensor of a perfect fluid is traceless, T i

i = 0.
Since this property of Ti j is univalent for conformal metrics, the high temperature
limit corresponds to this conformal limit.

The interesting mathematical fact is that – in some spacetime dimensions – near a
black hole horizon a similar relation can be established between the entropy and the
temperature. Moreover even the coefficient counting for the degrees of freedom can
be equated between a certain type of near-horizon black hole metric and a special
supersymmetric plasma of massless bosons and fermions. We briefly recapitulate
here the main arguments, following the work of Gubser, Klebanov and Peet[79].

Let us start with the equation of state of a plasma of massless particles in volume
V at temperature T (we use here units such that kB = 1, h̄ = 1 and c = 1). The total
energy is given by E = 3aV T 4, while the total entropy by S = 4aV T 3. From the
ratio of these two expressions T = 4E/3S and

S = 4(aV )1/4(E/3)3/4. (7.221)

For a super Yang-Mills theory there are altogether 2N massless particle types:
to each half bosons and fermions, respectively. Each massless degree of freedom
contributes by a factor of π2/12 to the entropy. Considering N copies of branes
where strings may end on, the effective number of degrees of freedom becomes
2N N2, therefore one considers
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a =
π2

48
2N N2. (7.222)

Counting everything together and taking a box of size L as the volume (V = L3) we
arrive at

S =
π2

6
N N2V T 3 (7.223)

or expressed via the microcanonical S(E) form

S =
2
3
(
π

22N N2)1/4
(EL)3/4 . (7.224)

How can a black hole simulate this relation? Or the more elementary E = 3
4 T S

relation? A simple Schwarzschild black hole has an energy E = M = RMP/2LP an
Unruh temperature of T = MPLP/4πR and the entropy S = πR2/L2

P in c = 1 units.
These values satisfy E = 2T S, not the one we are seeking for.

For a Reissner-Nordstrøm black hole T = ∆/4πr2
+ and S = πr2

+, so we have
T S = ∆/4 =

√
M̃2− Q̃2/2. This is smaller than M, and so is the required plasma

energy 3T S/4.
These coefficients are different for a 10-dimensional black hole, stemming from

string theory. In this case the goal is to describe finite temperature, so the Reissner-
Nordstrøm solution in the background is not extremal. Since the constancy of the
dilaton field singles out p = 3,a = 4, we deal with the equation (7.205) for this case:

ds2
10 =− f+

c2dt2
√

f−
+
√

f−ds2
3 +

dρ2

f+ f−
+ρ

2dΩ
2
5 . (7.225)

Note that here the factor g(r) = 1 becomes trivial. On the other hand no Minkowski
spacetime part can be factorized out for non-extremal RN black holes. The product
of the factors f+ and f− define the horizons

f+ f− =
(

1−
r4
+

ρ4

)(
1−

r4
−

ρ4

)
. (7.226)

For the purpose of later simplifications it is useful to introduce the quantity r0 de-
fined by the relation r4

0 = r4
+− r4

− and the factor

h(r) = 1−
r4

0
r4 . (7.227)

Naturally, r will be a new radial coordinate replacing ρ . We do this by requiring

ρ
4 = r4

−+ r4. (7.228)
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This formula leads to ρ3dρ = r3dr and

f+ = 1−
r4
+

r4
−+ r4 =

r4− r4
0

ρ4

f− = 1−
r4
−

r4
−+ r4 =

r4

ρ4 . (7.229)

Substituting these expressions into the metric (7.225) we arrive at

ds2
10 =− f̄ (r)c2dt2 +

dr2

f̄ (r)
+

r2

ρ2 ds2
3 +ρ

2dΩ
2
5 (7.230)

with

f̄ (r) =
r2

ρ2 h(r). (7.231)

The horizon in these coordinates is defined by h(r) = 0 leading to r = r0. In order to
obtain the corresponding Unruh temperature we have to calculate the derivative of
the factor f̄ (r) responsible for a coordinate singularity at r = r0. Using the definition
(7.228), this factor is given by

f̄ (r) =
1√

r4
−+ r4

(
r2−

r4
0

r2

)
. (7.232)

The acceleration at the horizon is given by the derivative of this function at r = r0.
One obtains

f̄ ′(r) =
1

ρ6

(
(4r4

0 +2r4
−)r +

2r4
0r4
−

r3

)
(7.233)

and by the virtue of this result at the horizon the following acceleration reigns

g
c2 =

2r0

r2
+

. (7.234)

The corresponding Unruh temperature is given by

kBT
h̄c

=
r0

πr2
+

. (7.235)

Turning it around, the scale factor at the horizon can be expressed by the tem-
perature as r0/R = πRT with R = r+ and h̄ = c = kB = 1. Near the horizon
R = r+ ≈ r− ≈ ρ holds to leading order.

The entropy is now calculated from the 8-dimensional area spanned by the three
coordinates (x,y,z) included in ds3 and the five other ones incorporated in the RdΩ5
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differential. This includes a normal three-volume, L3, but each length scaled with
the factor r0/R:

A8 = Ω5R5 r3
0

R3 V3. (7.236)

Now considering the string theory correspondence mentioned in the previous
subsection one uses the scale R4 = 4πgsL4

s N2 and the effective 10-dimensional New-
ton constant G10 = 8π6g2

s L8
s = π4R8/2N2. Utilizing this and the expression of the

scale factor at the horizon (following from equation 7.235) the black hole entropy is
given by

S8 =
1

4G10
A8 =

π2

2
N2V3T 3. (7.237)

Comparing this with the entropy of massless string gas (cf. equation 7.223), one
concludes that the black hole entropy is

S8 =
3

N
SSY M. (7.238)

For the N = 4 super Yang-Mills theory this means a factor of 3/4 less entropy
stored inside the 8-dimensional black hole horizon than in the high temperature
plasma of four types of fermions and bosons. Since the conjecture between these
two theories is the duality, one interprets this result that 1/4-th of the degrees of
freedom ”freeze” when going from weakly coupled to strongly coupled super Yang-
Mills plasma. As if always the transverse polarization degrees of freedom would
survive, and one of the four possibilities, i.e. the longitudinal polarization in our
spacetime were confined.

7.3.5 Lower bound for the shear viscosity

Another hot topic of the last decade was a prediction of a lower bound for the
shear viscosity of matter in general[80]. The shear viscosity measures the effectiv-
ity of momentum transfer between differently moving fluid parts across streamlines.
The corresponding dissipative part of the energy-momentum tensor, representing an
anisotropic pressure term, is proportional to the gradient of flow velocity to lead-
ing order in a linear response model. If the x-component of the flow varies in the
y-direction, one has
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δTxy =−η
∂ux

∂y
. (7.239)

Physically the anisotropic pressure part is a force per area, defined as the momentum
x-component transfer in y-direction per unit time. Since such a momentum trans-
fer microscopically occurs within a mean free path, related to particle density and
(transfer) cross section, λ = 1/nσ , one estimates

δTxy ≈−nuyλ
∂ px

∂y
=−

uy

σ

∂ px

∂y
. (7.240)

However, for particles with a fixed mass the momentum is proportional to the ve-
locity, so

uy
∂ px

∂y
= py

∂ux

∂y
. (7.241)

Comparing now the equations (7.240,7.239) and estimating the magnitude of mo-
mentum in a thermal fluid with very high temperature, T � m one concludes that
the shear viscosity coefficient, η is in general related to the cross section as

η ≈
〈py〉

σ
≈ T

σ
. (7.242)

More precisely the shear viscosity coefficient can be obtained in field theory by
using the Kubo formula,

η = lim
ω→0

1
2ω

∫
dtd3x 〈[Txy(x, t),Txy(0,0)]〉. (7.243)

This formula connects the relaxation of δTxy to the correlator of the equilibrium
quantity, Txy. The latter is an operator in the field theoretical treatment, its correlator
is obtained from the exchange of the corresponding operators.

In the dual gravity calculation, following ref. [79], one considers a graviton of
frequency ω , polarized in the xy-plane as it propagates perpendicular to the black
brane. The absorption cross section of the graviton on the brane is described by
twice the imaginary part of the retarded Green function – in analogy to plasmon
damping. Moreover the Green function in question has to be the one coupled to
the fluctuations of the metric tensor component gxy, which is exactly the energy-
momentum tensor component, Txy

10. This way the absorption cross section in the
10-dimensional theory is given by

σ10(ω) =−16πG
ω

ImGret(ω), (7.244)

which is nothing else than the correlator

10 One should remember that Ti j is derived by varying the matter part of the action with the metric
tensor.
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σ10(ω) =
8πG

ω

∫
dtd3x 〈[Txy(x, t),Txy(0,0)]〉. (7.245)

This way this graviton absorption cross section simply determines the shear viscos-
ity coefficient (cf. equation 7.243):

η =
σ10(0)
16πG10

(7.246)

by using h̄ = c = kB = 1 units.
It has been shown by Kovtun, Son and Starinets[80] that σ10(0) is calculable from

solving the linearized Einstein equations for metric tensor perturbations. It turns out
that it cannot be smaller than the horizon area divided by the three-volume:

σ10(0)≥ A8/V3. (7.247)

Comparing this with the entropy of the black hole given in equation (7.237) one
concludes that the shear viscosity is bound from below by the entropy density s =
S8/V3:

η ≥ 1
4π

s. (7.248)

Restoring SI units the shear viscosity coefficient to entropy density ratio is
bounded from below by η/s ≥ h̄/4πkB. It was a very exciting moment, when the
heavy ion experiment at RHIC presented evidence that the presumed quark mat-
ter formed in some of these violent collisions shows flow properties with a shear
viscosity very close to this lower bound[76].

However, a caveat was made to this story by some later theoretical discoveries of
models, where this lower bound can yet be undergone. This may be achieved e.g.
by gravity terms nonlinear in the Ricci scalar of the 10-dimensional theory[76]. On
the other hand, at finite chemical potential for fermions another energy scale enters
into the calculation of the shear viscosity invalidating the naive estimate.

Problems

7.1. Prove that R2 is flat in polar coordinates. The arc length squared is given as
ds2 = dr2 + r2dϑ 2. Note that not all Christoffel symbol elements are zero, but the
Riemann tensor components.

7.2. Prove that S2, the surface of the unit sphere, has a constant curvature. The metric
tensor is given by ds2 = dθ 2 + sin2

θdφ 2.
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7.3. Obtain the entropy for an extremal Reissner-Nordstrøm black hole with cosmo-
logical constant, λ =−3/a2L2

P, according to the formula (7.134).

7.4. Prove that equation (7.184) leads to a linear velocity profile.

7.5. Find the coordinate transformation to embed the metric (7.219) as a five-
dimensional hyperboloid surface in six dimensions.

7.6. Prove that the volume of the 5-dimensional spherical hypersurface is Ω5 = π3.

7.7. Obtain the horizon-entropy for a Reissner-Nordstrøm black hole with fixed
charge to mass ratio, Q̃ = µM̃ in Planck scale units, in the presence of a de Sitter-
type cosmological constant term with λ =−3/a2.





Chapter 8
The temperature in quantum field theory

Imaginary time formalism and the KMS relation, finite temperature Green functions
and Matsubara frequencies. Non-equilibrium Green functions, off-shell effects in
the kinetic theory. Stochastic and chaotic quantization.

8.1 Imaginary time formalism

In the quantum description of statistical physics the basic extensive quantities, like
the total energy, charge or entropy, are described by Hermitean operators instead
of real functions. Hermitean operators do have real eigenvalues, so the expectation
values of such operators in a mixture of their eigenstates give back the classical
real valued picture. However, a basic condition is that all operators have a common
set of eigenvectors; with other words they are commuting. This is the case for a
Hamilton operator, H, and a particle counting operator, N, if [H,N] = HN−NH =
0. This happens ”automatically” if the associated charge carried by the particle is
conserved1.

The entropy, the partition function and in general the thermal averages are ex-
pressed by the help of the density operator, ρ . Having a general time-dependent
operator2, its statistical average is given by

〈A(t) 〉= Tr(ρA(t)) . (8.1)

For depicting the underlying concept clearly, we restrict ourselves in the followings
to the canonical density matrix

ρ = e−βH (8.2)

1 In general the commutators of two operators in the quantum theory vanish if their predecessors
in the classical mechanics have a vanishing Poisson bracket.
2 This is the so called Heisenberg picture.

223
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with H being the Hamilton operator and β = 1/kBT the usual thermal parameter.
Since the states in the Schrödinger representation evolve according to the solution
of the Schrödinger equation, ih̄dψ/dt = Hψ , the time dependence of operators in
the Heisenberg picture is governed by the same Hamiltonian:

A(t) = e
i
h̄ tH A(0)e−

i
h̄ tH . (8.3)

This way the canonical statistical weight and the time evolution factor due to quan-
tum mechanics both occur in an exponential form; in fact these two can be unified
by considering a complex time argument, τ = t + ih̄β ,

e−βH e
i
h̄ tH = e

i
h̄ τH . (8.4)

We note that h̄β = h̄/kBT is an inverse frequency according to Planck’s law of
the black body radiation (cf. chapter 3). The expectation value (8.1) can be then
expressed in an alternative form. First one utilizes the Heisenberg form (8.3) to
obtain

〈A(t) 〉= Tr
(

e−βHe
i
h̄ tH A(0)e−

i
h̄ tH
)

. (8.5)

This expression equals to

〈A(t) 〉= Tr
(

e
i
h̄ τH A(0)e−

i
h̄ τH e−βH

)
= 〈A(τ) 〉 (8.6)

It is not only that the thermal expectation value of a general time-dependent quan-
tum operator is the same at another time argument shifted in the imaginary time
direction. The above derivation can be repeated for the correlation function with
another arbitrary operator, B:

CAB(t) := 〈A(t)B(0) 〉= 〈B(0)A(t + ih̄β ) 〉 , (8.7)

based on the above. This is the famous KMS (Kubo-Martin-Schwinger) relation.

A remarkable consequence of this relation is the following: For bosonic systems
the field operators at unequal times (t 6= 0 in the KMS formula (8.7)) do commute,
so A(t)B(0) = B(0)A(t) at arbitrary nonzero time argument. Therefore

〈B(0)A(t) 〉= 〈B(0)A(t + ih̄β ) 〉 . (8.8)

This is possible only with periodic field operators,

A(t) = A(t + ih̄β ). (8.9)

Fermionic field operators at unequal times on the other hand anticommute, therefore
A(t)B(0) =−B(0)A(t). This way we obtain

〈B(0)A(t) 〉=−〈B(0)A(t + ih̄β ) 〉 . (8.10)
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This relation can be fulfilled only with anti-periodic operators in imaginary time:

A(t) =−A(t + ih̄β ). (8.11)

We note that this result – although derived for the canonical statistical operator only
– is valid for all ensembles and even for superstatistical systems, because these can
be obtained by integration over the parameter β from the canonical one. Since the
KMS relation (8.7) is linear in the statistical operator, it remains valid for this more
general case, provided that the expectation value sign 〈 . . . 〉 includes the integration
over a distribution of β values.

Finally we demonstrate that the usual treatment of field operators as a mode sum
is in accord with quantum statistics due to the KMS relation. A general expansion
of a field operator contains quantum annihilation, ak, and creation, a†

k operators:

Φ(t) = ∑
k

(
φkakeiωkt +φ

∗
k a†

ke−iωkt
)

, (8.12)

assuming that ωk is the eigenvalue of the Hamiltonian for the mode k. The time-
dependent factors,

ak(t) = akeiωkt , a†
k(t) = a†

ke−iωkt , (8.13)

define the occupation ”number”,

nk(t) =
〈

a†
k(t)ak(0)

〉
. (8.14)

It describes a complex probability amplitude to re-create a particle with quantum
number k at time t which was annihilated at time zero. It is guaranteed to be a real
number by the above definition. Due to the KMS relations for bosons and fermions
we obtain

nk(t + ih̄β ) =
〈

a†(t + ih̄β )ak(0)
〉

=
〈

ak(0)a†
k(t)

〉
= 1±nk(t) (8.15)

according to the elementary commutation relation a†
k(t)ak(0) = 1±ak(0)a†

k(t). On
the other hand

a†(t + ih̄β ) = a†
k(t)e

h̄βωk (8.16)

due to equation (8.13). Putting this together with (8.15) one arrives at

eh̄βωk nk(t) = 1±nk(t). (8.17)

From here the familiar, time-independent quantum statistical formula for the occu-
pation number of states in equilibrium follows:

nk(t) =
1

eβ h̄ωk ±1
. (8.18)
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8.1.1 Green function

Field theory at finite temperature is based on the unified treatment of fluctuations
and correlations due to quantum effects on the one hand and due to thermal en-
semble properties on the other hand. While in the first the non-localisability of the
quantum mechanical wave function in ordinary space plays a prominent role, the
second – more classical, but also more general – effect rather restricts our dynami-
cal knowledge, by taking into account only statistical properties of some unknown
or just unconsidered forces on the observed system or property. Although also quan-
tum effects are sometimes referred to as being ”statistical”, or ”probabilistic”, their
true nature is unlike the classical statistical physics: Quantum effects do occur in
the basic laws of nature, causing that the theory cannot follow exact particle paths
singled out by solving a given equation of motion; rather an infinite bundle of inter-
fering paths should be taken into account. This also means that the concept of point
particle has only a limited use in field theory.

The propagation of a particle in space and time is in fact a correlation between
two events: the creation and the annihilation of the quantum state describing the
particle with its physical properties (charge, spin, mass, etc.) and actual state of
motion (energy, momentum). Viewing the propagator as a correlation, it is just the
basic element in an infinite hierarchy of all possible correlations referring to sev-
eral spacetime points characterizing an event. Such correlations are called n-point
functions in general. In particular the propagator is a two-point function.

All n-point function for an even number, n = 2m, can be viewed as a property
connected to a quantum transition amplitude involving m particles. This possibility
is, however, only theoretical, since very often an m-particle state cannot be disen-
tangled to m separate one-particle states. Not only that there are strong interactions
which do not cease to act between such elementary particles, like quarks and gluons,
being bound by the confinement principle, but also the density of particles can be
so high in nature – and for a while in physics experiments – that the individuality
cannot be established, not even approximately. Especially it is a delicate question,
whether a given elementary particle is ”there”, whether is it already formed (and
when was it formed exactly) in a given reaction. Although zero temperature field
theory operates with the concept of asymptotically free states, and any interaction
is taken into account perturbatively, the real properties of even a single, lonesome
particle become definite only after an infinite time3. In particular the physical disper-
sion relation, identifying the particle’s rest mass, is encoded in the 2-point function
(in the propagator). After calculating the effect of physical interactions this result
has to be a meaningful and therefore finite relation between momentum, energy and
mass. The procedure to achieve this by starting a theoretical description of fields
and their interactions involving ”bare” parameters, is called renormalization 4.

3 Assumed that all interactions are switched off with a satisfactorily converging rate in time.
4 This procedure often involves cancellation of infinite quantities, but this is not a prerequisite for
renormalization; finite theories also have to be renormalized.
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Since the propagator stands for the one of the simplest quantities in field theory
reflecting the basic conceptual features, we discuss shortly this quantity for very
simple systems, like a harmonic oscillator, in order to elucidate its relations to ques-
tions of causality and thermodynamics. We analyze now a harmonic oscillator, its
dynamics is described by the following simple differential equation5

ẍ+ω
2
0 x = f (t). (8.19)

Here the double dot denotes second derivative with respect to the time argument, and
f (t) is the accelerating effect of a generally unknown external force. The eigenfre-
quency, ω0 may depend on several parameters, in a field theory most prominently
on the wave number vector k. Here we concentrate on the dynamical behavior in
time and its connection to the imaginary time periodicity. The x(t) ”response” of
the oscillator to the external effect f (t) is described by the Green function:

x(t) =
∞∫
−∞

G(t, t ′) f (t ′)dt ′. (8.20)

Let us denote the total structure of the left hand side of equation (8.19) by Dx(t).
This way

Dx(t) = D
∞∫
−∞

G(t, t ′) f (t ′)dt ′ = f (t) (8.21)

leads to the evolution equation for the Green function, G:

DG(t, t ′) = δ (t− t ′). (8.22)

This is a relation involving the Dirac-delta distribution. It can be comprised into a
simpler form by Fourier transformation. Replacing

G(t, t ′) =
∞∫
−∞

G(ω)e−iω(t−t ′) dω

2π
(8.23)

into the above equation one concludes that

G(ω) =
1

ω2
0 −ω2 . (8.24)

This result, however, does not fix all the problems. When one likes to obtain the
time representation of the Green function, the Fourier transformation meets an ex-
pression with two poles, sitting on the real axis at ω = ±ω0. This causes an ambi-
guity by choosing the integration pathway in the complex ω-plane. This ambiguity
is resolved based on the following physical considerations.

5 This is an example of the 0+1-dimensional field theory.
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Let us now supplement our model by friction. This force is proportional to the
velocity ẋ and – at least in the classical context – has a definite sign. The dynamical
equation of motion becomes

ẍ+2δ ẋ+ω
2
0 x = f (t). (8.25)

After Fourier-expanding x(t) as,

x(t) =
∞∫
−∞

dω

2π
e−iωtx(ω), (8.26)

one obtains the equation for the Green function in frequency-representation:(
−ω

2−2iδω +ω
2
0
)

G(ω) = 1. (8.27)

Using this result one realizes that the Green function,

G(ω) =
1

−ω2−2iδω +ω2
0

=
−1

(ω−ω+)(ω−ω−)
, (8.28)

has poles,

ω± =−iδ ±
√

ω2
0 −δ 2 =−iδ ±E, (8.29)

moved away from the real ω-axis for finite friction coefficient, δ . In a general –
quantum – context this coefficient can also be a complex parameter. Considering
namely a Schrödinger equation for an energy-eigenstate wave function with a time-
dependent external disturbance term,

ih̄
∂

∂ t
ψ−Eψ = J(t), (8.30)

with the energy eigenvalue E, one derives the following oscillator-like equation by
the repetition of the time derivation operator:

h̄2 ∂ 2

∂ t2 ψ +E2
ψ =−EJ− ih̄

∂

∂ t
J. (8.31)

It is alike the oscillator equation (8.19), but with a complex x(t) = ψ and f (t) =
−EJ− h̄∂J/∂ t. In this case also the friction coefficient can be considered as a com-
plex parameter. As a consequence, the poles of the Green function (8.28) may lie in
any of the quadrants on the complex omega plane. Correspondingly four different
Green functions can be defined.

The time-dependent propagator is calculated by a Fourier integral from (8.28).
By doing so a closed path is used in the complex ω-plane including a large part
of the real axis between say −R and +R. The path is closed by an arc of a circle
with radius R, so on this curve one has ω = Reiϕ with constant R. And here enters
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causality into the game. Namely depending on whether the upper arc or the lower
arc can be chosen by the requirement of convergence,

lim
R→∞

π∫
0

dϕ

2π
iReiϕ G(Reiϕ)e−iReiϕ (t−t ′) < ∞, (8.32)

the real-time propagator, G(t, t ′), sometimes becomes identically zero. This means
that for given arrangements of the time arguments t and t ′ there is no correlation
between the external action f (t) and the system’s response x(t) to that. In particular
for the harmonic oscillator one determines

π∫
0

dϕ

2π
iReiϕ G(Reiϕ)e−iReiϕ (t−t ′) =

π∫
0

dϕ

2π

−iReiϕ e−iReiϕ (t−t ′)

(Reiϕ −ω+)(Reiϕ −ω−)
(8.33)

which for R→ ∞ approximates the expression

π∫
0

dϕ

2π

1
R

e−i(ϕ+π/2+R(t−t ′)cosϕ) eR(t−t ′)sinϕ . (8.34)

Here the decisive factor for convergence is (t− t ′)sinϕ; whenever it is negative the
integration contribution on the arc vanishes in the R→ ∞ limit. In these cases the
value of the integral over the closed semicircular path equals to the one along the
real axis. The latter is what we are looking for.

Using the residuum theorem of complex analysis now the contributions to the
real-time propagator are collected by residuum contributions from the complex
poles of the integrand. By doing so one also has to pay care to the fact that for
an upper semicircle one follows a counterclockwise path (2πi factor in the residual
theorem), while for a lower semicircle an oppositely directed path (−2πi factor).
Taking this all into account one encounters the following cases:

i) Both poles lie in the lower half plane (the classical solution with δ > 0). The
lower arc contribution vanishes for t ≥ t ′, since in this case t − t ′ ≥ 0 and
sinϕ is negative, their product is negative. Otherwise, for t < t ′, the upper
arc closes the path of convergent integration. Not having any pole in the up-
per plane, the propagator itself is zero in such cases; it has nonzero contri-
butions only for t > t ′. We denote this fact by using the Heaviside function:
G(t, t ′) = Θ(t − t ′)(Res(ω+)+Res(ω−)). This is called the retarded propaga-
tor, characterized by Imω± < 0 . Evaluating the contributions of residua one
obtains

GR(t, t ′) = Θ(t− t ′)
sinE(t− t ′)

E
e−δ (t−t ′)

with E =
√

ω2
0 −δ 2. It will be of use to introduce the complex factor
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f (E) =
1

2iE
eiE(t−t ′). (8.35)

Its complex conjugate belongs to the reflected pole, f ∗(E) = f (−E). Using also
the abbreviation Θ = Θ(t− t ′) and Θ̄ = Θ(t ′− t), the retarded propagator GR =
GR(t, t ′) has the following comprised form in the δ → 0+ limit:

GR = Θ ( f + f ∗) . (8.36)

ii) Were it δ < 0 (an imagined anti-friction), we had both poles in the upper half
plane. The corresponding advanced propagator, GA = GA(t, t ′), vanishes for t <
t ′:

GA =−Θ̄ ( f + f ∗) . (8.37)

iii)In the cases analyzed previously both poles were in retarded (causal) or advanced
(anti-causal) positions. They actually can be ordered also in a mixed fashion,
when considering quantum theory. Since the energy of a particle, in our simpli-
fied analysis the eigenfrequency of the harmonic oscillator, in relativistic theo-
ries may also be negative, there is a freedom to interpret negative energy states
as the absence of a positive energy particle with opposite momenta and con-
served charges. Such holes in the negative energy continuum are then regarded
as packets of positive energy antiparticles, which propagate. Considering a causal
(retarded) propagation both for positive energy particles and positive energy an-
tiparticles (negative energy holes), one associates a positive friction to the posi-
tive energy pole and a negative one to the negative energy pole: ω+ = −iδ + E,
ω− = iδ −E. In this case the Green function is no more real, it can only be in-
terpreted as a Green function belonging to a complex solution of the oscillator
equation of motion. But exactly this is suggested by quantum mechanics. This
Green function is called the Feynman propagator:

GF = Θ f ∗−Θ̄ f . (8.38)

This expression was also taken in the δ → 0+ limit.
iv)Conversely an ”anti-Feynman” propagator can be defined which is advanced for

positive energy particles and antiparticles. In this case the poles are located as
ω+ = E + iδ and ω− =−E− iδ (with δ > 0) and one gets

ḠF = Θ f −Θ̄ f ∗. (8.39)

Since the identity Θ +Θ̄ = Θ(t− t ′)+Θ(t ′− t) = 1 holds, these four versions of
propagators are linearly related

ḠF +GF = GR +GA = ( f + f ∗)(Θ −Θ̄). (8.40)

It is enlightening to investigate the behavior of these quantities by the time reversal
operation, i.e. by interchanging t and t ′. One obtains f (t ′, t) =− f ∗(t, t ′) and the triv-
ial interchange between Θ and Θ̄ . It follows that the retarded and advanced propaga-
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tor change their role by time reversal: GR(t ′, t) = GA(t, t ′) and GA(t ′, t) = GR(t, t ′).
The Feynman propagator and its pendant are invariant against this transformation:
GF(t ′, t) = GF(t, t ′) and ḠF(t ′, t) = ḠF(t, t ′). Since time reversal is equivalent to
change ω to −ω , the reflection of complex poles to the origin clearly reflects the
above properties. Complex conjugation on the other hand exchanges only the Feyn-
man propagators among each other, GF ∗ = ḠF . The combined CT -transformation
of the above is equivalent to a reflection with respect to the real ω-axis.

One realizes easily that the above expressions for the propagators contain prod-
ucts of e±iEt factors. They can in fact be viewed as expectation values of differ-
ently ordered products of field operators using a second quantized formalism with b
quantum annihilation and b† quantum creation operators. Considering from now on
a general (either bosonic or fermionic) field operator,

φ(t) =
1√
2E

(
e−iEtb+ eiEtd†) , (8.41)

we obtain the following ordered expectation values[82]:

iG+− =
〈

φ(t)φ(t ′)† 〉 = −i f ∗
〈

bb† 〉+ i f
〈

d†d
〉

±iG−+ =
〈

φ(t ′)†
φ(t)

〉
= −i f ∗

〈
dd† 〉+ i f

〈
b†b
〉
. (8.42)

Here transition elements between states containing a different number of quanta
are neglected. The upper sign is for bosons the lower sign is for fermions. Upon
using the property bb†∓ b†b = 1 and dd†∓ d†d = 1, the difference (for fermions
the sum) of the above two lines results in the following expectation value for the
(anti-)commutator

(iG+−− iG−+) =
〈

φ(t)φ(t ′)†∓φ(t ′)†
φ(t)

〉
= (−i f ∗∓ i f )1. (8.43)

The retarded and advanced propagators can be expressed as the expectation values

GR = ±i
〈[

φ(t),φ(t ′)†]
∓

〉
Θ(t− t ′) = ( f ± f ∗)Θ ,

GA = −i
〈[

φ(t),φ(t ′)†]
∓

〉
Θ(t ′− t) =∓( f ± f ∗)Θ̄ , (8.44)

denoting the sign in the commutator as an index. This way

GA∓GR =∓( f ± f ∗) = G+−−G−+.

The + and − upper index notation is well fit to the Feynman-Keldysh-diagram
technique; in any expression by calculating transition amplitudes the products of
propagators occur always with these indices fitted to each other.

A general propagator on the other hand has contributions depending on the oc-
cupation numbers, n =

〈
b†b
〉

and n̄ =
〈

d†d
〉
. Taking into account the equations

(8.42) one arrives at linear expressions:
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G+− = n̄ f − (1±n) f ∗,

±G−+ = (1± n̄) f −n f ∗. (8.45)

The determinant of the coefficient matrix is D = (1±n)(1± n̄)−nn̄ = 1± (n+ n̄).
These equations are consequent only if (G+−)∗ =∓G−+ and n∗ = n̄.

It is customary to introduce time-ordered and anti-ordered expectation values:

iG−− =
〈
T φ(t)φ(t ′)† 〉= Θ(t− t ′)

〈
φ(t)φ(t ′)† 〉±Θ(t ′− t)

〈
φ(t ′)†

φ(t)
〉

(8.46)

being the expectation value of the time ordered field operator product and

iG++ =
〈
T φ(t)φ(t ′)† 〉=∓Θ(t− t ′)

〈
φ(t ′)†

φ(t)
〉
+Θ(t ′− t)

〈
φ(t)φ(t ′)† 〉

(8.47)
its reverse, the anti-time-ordered product. In the time ordered product operators be-
longing to a later time come to the left, those belonging to an earlier time, come to
the right. In the vacuum background n = 0 and the Feynman propagator is simply
the expectation value of the time-ordered product of field operators. Note also that
the following identity holds:

G−−+G++ = G−+ +G+−. (8.48)

Fourier transformation and interchange of the time arguments shows the anti-
Hermitean properties of the Keldysh-propagators: G−−12 = −G++∗

21 and G−+
12 =

−G−+∗
21 , G+−

12 =−G+−∗
21 .

8.1.2 Matsubara frequencies

The equilibrium operators being periodic or anti-periodic in the imaginary time di-
rection, their expectation values, in particular the propagators, also show periodicity.
As a consequence their expansion into a Fourier series reveals special properties.
Both bosons and fermions are periodic in the length of a double period, 2β . There-
fore it is a common property that their series expansion in the imaginary time is
given by a Fourier series

G(τ) =
1

2π

∞

∑
n=−∞

e−τωnGn

Gn =
1

2β

β∫
−β

G(τ)eτωndτ. (8.49)

Owing to the (anti-)periodicity G(τ −β ) = ±G(τ), so following the above expan-
sion
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∑
n

e−τωneβωnGn =±∑
n

e−τωnGn. (8.50)

Combining it to a quantity which should be zero,

∑
n

(
eβωn ∓1

)
e−τωnGn = 0, (8.51)

we conclude that only at certain frequencies can this requirement be fulfilled by
arbitrary coefficients, Gn. These special frequencies are the Matsubara frequencies.
For bosons these are the solutions of

eβωn = 1, (8.52)

i.e. all integer multiples of 2π/β ,

ωn = 2nπ
kBT

h̄
. (8.53)

For fermions, described by anti-commuting field operators, the Matsubara frequen-
cies are solutions of

eβωn =−1, (8.54)

i.e. all odd integer multiples of π/β ,

ωn = (2n+1)π
kBT

h̄
. (8.55)

In order to have finite results, the Fourier transform of the propagator, Gn = G(ωn),
must have poles at these frequencies. The propagator itself then can be written as a
sum of such pole contributions, the Matsubara sum:

G(x,τ|0,0) =
∫ d3k

(2π)3 kBT ∑
n

G(k,ωn)eik·x−iωnτ . (8.56)

8.1.3 The spectral function

What information is included in the use of propagators about the physics of fields
and particles?

Inspecting equations (8.45) one realizes that the two basic propagators, G+− and
G−+, do depend on the thermal distribution of frequency modes, n(ω). This distri-
bution in equilibrium coincides with either the Bose-Einstein or the Fermi-Dirac dis-
tributions – derived by using statistical argumentation in chapter 3 already. There is,
however, a combination which is independent of the occupation, n(ω), G+−−G−+.
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Either in the imaginary (complex) time formalism or in the original real time for-
malism this combination encodes an information about the physical system which
is independent of the imaginary time period, β . Let us inspect the Fourier transform
of equations (8.45) with respect to (t− t ′). The spectral density is defined indepen-
dently of the occupation expectation value, n(ω), as

ρ(ω) =±
(
iG+−− iG−+)= iGR∓ iGA. (8.57)

The spectral density is a function of the mode frequency, ω (and the correspond-
ing energy eigenvalue, h̄ω). Due to time reversal property of the retarded and ad-
vanced propagators in the Fourier representation it is also ρ(ω) =−2ImGR(ω). All
propagators – both in real and imaginary time – can be expressed with the help of
the spectral density, ρ(ω), the mode occupation functions, n(ω) and n̄(ω), and the
proper combination of Heaviside functions in the time difference. For most physical
systems, showing particle-antiparticle symmetry and being unpolarized, n̄ = n.

The above definition can easily be extended to involve arbitrary operators, A(t)
and B(t ′). In this case

∞∫
−∞

dω

2π
eiω(t−t ′)

ρAB(ω) =
〈

A(t)B(t ′)∓B(t ′)A(t)
〉
. (8.58)

The generalized spectral density can be obtained from this formula by inverse
Fourier transformation:

ρAB(ω) =
∞∫
−∞

d(t− t ′)e−iω(t−t ′) 〈A(t)B(t ′)∓B(t ′)A(t)
〉
. (8.59)

Using the KMS relation 〈A(t)B(t ′) 〉 = 〈B(t ′)A(t− iβ ) 〉 for obtaining the spectral
density we are interested in the following canonical expectation value〈

B(t ′) [A(t− iβ )∓A(t)]
〉

=
1
Z ∑

a,b

〈
b|e−βHB(t ′)|a

〉
〈a|A(t− iβ )∓A(t)|b 〉 .

(8.60)
Here Z is the partition sum, while a and b denote energy eigenstates. In equilibrium
there is a time shift symmetry and all operators can be expressed by their values at
time zero and appropriate exponential factors:〈

B(t ′) [A(t− iβ )∓A(t)]
〉
=

1
Z ∑

a,b
〈b|B(0)|a 〉〈a|A(0)|b 〉 ei(Ea−Eb)(t ′−t)

[
e−βEa ∓ e−βEb

]
.

(8.61)
Finally the Fourier transformation in (t− t ′) leads to
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ρAB(ω) =
1
Z ∑

a,b
〈a|A(0)|b 〉〈b|B(0)|a 〉 2πδ (Ea−Eb−ω)

[
e−βEa ∓ e−βEb

]
.

(8.62)
Associated to the field operator φ as A = φ , B = φ † the spectral density is given by

ρ(k,ω) =
1
Z ∑

a,b
2πδ (Ea−Eb−ω) |〈a|φ |b 〉|2

(
e−βEa ∓ e−βEb

)
. (8.63)

In general a and b denote quantum eigenstates of the Hamiltonian, or of H − µN
in case of the grand-canonical ensemble. The corresponding eigenvalues Ea and Eb,
respectively, in this case include the chemical potential µ .

The retarded propagator is given by

GR(k,ω) =
∞∫
−∞

dΩ

2π

ρ(k,Ω)
Ω − (ω + iε)

(8.64)

in the ε → 0+ limit. The advanced propagator can be obtained by GA = GR∗ for
time-reversal invariant systems; in particular in thermal equilibrium. The Matsubara
sum (8.56) also can be expressed with the spectral density as using

Gn = G(k,ωn) =
∞∫
−∞

dΩ

2π

ρ(k,Ω)
Ω − iωn

. (8.65)

8.2 Off equilibrium field theory

The temperature as an inverse of a Lagrange multiplier can be formally introduced
into the quantum field theory along the lines described above. What about the tem-
perature, however, as a property of the physical noise? To what extent follow such
kinetic equations, like the Boltzmann equation[81], from some particular averaging
over evolution equations for the field operator? In this subsection we outline how an
evolution equation for the occupation, n(ω), and the spectral density, ρ(ω), i.e. for
a general propagator in interacting systems, may follow from operator equations of
field theory.

Our starting point is an exact equation for interacting systems relating the
exact propagator, the free propagator and the self-energy; the Schwinger-Dyson
equation[82]

GR = GR
0 +GR

0 ∗Σ
R ∗GR (8.66)

with 0 indices denoting the propagators of a free particle and by ∗ the convolution
of space-time integrals. It can be derived based on the general field equation
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�1Φ1 =
∫
2

Σ12Φ2 (8.67)

denoting the space-time arguments by 1 and 2. The operator �1 is a differential op-
erator belonging to the free field equation with respect to the argument x1 = (t1,r1).
Multiplying the field equation by the value Φ

†
2 we obtain an equation for a general

propagator G12:

�1G12 = δ12 +
∫
3

Σ13G32 = δ12 +Σ13 ∗G32. (8.68)

This equation can be compared to its time reversal conjugate by interchanging the
indices 1 and 2. Since G21 = G∗12 one arrives at

(�1−�∗2)G12 = Σ13 ∗G32− (Σ23 ∗G31)
∗ (8.69)

This is the basis of the derivation of a transport equation in a certain approximation.
Its stationary solution then ought to describe the equilibrium.

Following [83] we restrict our discussion to real boson fields. We also use the
Wigner-transform of the quantities, a Fourier transform in the relative coordinates
x1− x2:

Ḡ = W G(x, p) =
∫

dξ eipξ G(x+ξ/2,x−ξ/2). (8.70)

As it is shown by solving problem (8.3), the Wigner transform of the convolution
H = Σ ∗G can be formally written as being

W (Σ ∗G)(x, p) = e
i
2 ∆ W Σ(x, p)W G(x′, p′) (8.71)

using the ”triangle operator”

∆ =
∂

∂ p
∂

∂x′
− ∂

∂x
∂

∂ p′
(8.72)

and taking the result at x′ = x, p′ = p. To leading order in the gradient expansion,
i.e. when the effect of the triangle operator is small compared to the identity, one
receives the product of the Wigner transforms. The next to leading order correction
on the other hand becomes a Poisson bracket:

W (Σ ∗G)(x, p)≈W Σ(x, p)W G(x, p)+
i
2
{W Σ(x, p),W G(x, p)}+ . . . (8.73)

An evolution equation for the (say retarded) propagator can be obtained by acting
on the Schwinger-Dyson equation by the inverse of the free propagator. This inverse
is, however, nothing else than the differential operator in the free field equation. On
the other hand this differential operator acts on the Wigner-transform as
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−�1G(x1,x2) =
(

1
2

∂

∂x
− ip

)2

Ḡ(x, p) (8.74)

This leads to the following evolution equation for the Wigner-transform of the re-
tarded propagator[

p2−m2− 1
4

∂ 2

∂x2 + ip · ∂

∂x

]
ḠR = 1+ Σ̄ ḠR +

i
2
{

Σ̄ , ḠR}+ . . . (8.75)

Let us try to solve this equation order by order in the gradient expansion. To leading
order (LO) we get

(p2−m2)ḠR = 1+ Σ̄ ḠR, (8.76)

with the solution
ḠR =

1
p2−m2− Σ̄

. (8.77)

The surprising fact is that this solution remains up to two consecutive orders in the
gradient expansion. To see this, one has to realize that

ip · ∂

∂x
ḠR =

i
2
{

p2−m2, ḠR} (8.78)

is fulfilled. This way the next to leading order (NLO) terms satisfy

i
2
{

p2−m2− Σ̄ , ḠR}= 0. (8.79)

But it is in general true that the Poisson bracket between a quantity and its differen-
tiable function vanishes,

{B, f (B)}= f ′(B)
(

∂B
∂ p

∂B
∂x
− ∂B

∂x
∂B
∂ p

)
= 0. (8.80)

Similarly, the next-to-next-to-leading order (NNLO) term in the gradient expansion
is achieved by a repeated application of the triangle operator:

−1
4

∂ 2

∂x2 ḠR =−1
8

(
∂ 2Σ̄ R

∂ p2
∂ 2ḠR

∂x2 −
∂ 2Σ̄ R

∂x2
∂ 2ḠR

∂ p2

)
(8.81)

We only need to realize that the similar expression with p2−m2 instead of Σ̄ R leads
to the left hand side of this equation, meaning that the repeated triangle operation of
p2−m2− Σ̄ R with ḠR also vanishes.

In order to connect this derivation to the spectral function and decay width of
particle resonances we split the propagator and the self-energy into their real and
imaginary parts. Using ḠR = F− iA/2 and Σ̄ = U− iΓ /2 we arrive at
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F =
p2−m2−U

(p2−m2−U)2 +Γ 2/4
,

A =
Γ

(p2−m2−U)2 +Γ 2/4
. (8.82)

The retarded propagator in the Wigner representation is given by

ḠR =
1

p2−m2−U + iΓ /2
. (8.83)

Since the spectral function is ρ(ω) =−2ImGR the quantity for A(x, p) in (8.82) is
the closest to a ”local” spectral function. In particular equilibrium is achieved by a
homogeneous state where ḠR has no x-dependence. The solution for the advanced
propagator, GA, can be obtained by time reversal transformation, equivalent to a
change from ω to −ω .

Only the equations for those propagator combinations, which contain the oc-
cupation number – in a non-equilibrium theory using the Wigner transforms their
common-time dependent pendants, – cannot be derived from the retarded solution.
In this case the Kadanoff-Baym equations (8.69) also carry a more complex form.

What can we tell about some general property of their equilibrium solution, with-
out knowing the details of interaction (the Lagrangian of the field theory)? It is im-
portant to observe that all interaction effects, comprised into the self-energy term,
Σ , and its convolution with the different causality propagators, i.e. differently time-
ordered expectation values of fields, always contains terms alike: Products of oc-
cupation number factors for positive and negative frequency at the same common
time t, i.e. n(ωi, t) and 1±n(ωi, t) on the one hand, and corresponding exponentials
with positive and negative phases. Over the frequency (and other quantum labels) of
the interacting partners there will be an integration (summation) by calculating the
convolution.

Let us suppose we deal with a general term with N positive and M negative
frequencies (or energies, which are the same in h̄ = 1 units). Each term in the source
side of the Kadanoff-Baym equations contains then factors of the following type
under integration over all ωi-s but the first one:

CN+M =
∫

. . .
(

G(N)L(M)−L(N)G(M)
)

. . . (8.84)

with the general gain and loss terms at common-time t and time difference τ:

G(N) =
N

∏
i=1

n(ωi, t) e

N
∑

i=1
iωiτ
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L(M) =
M

∏
j=1

(1±n(ω j, t)) e
−

M
∑

j=1
iω jτ

. (8.85)

We realize that each product of N +M Φ and Φ† operators contains the terms with
positive and negative frequencies in an anti-symmetric fashion balancing the cre-
ation and annihilation of the corresponding quanta. This product ansatz is the so
called two-particle independent (2PI) approximation.

In a detailed balance equilibrium state all such terms vanish. Such a state, how-
ever, physically can be realized only if stationary. In this case the common-time
dependence vanishes, n(ω, t) = n(ω). This way the above factors can be integrated
over the time t leaving us with Dirac-delta factors for energy conservation:

∞∫
−∞

e

N
∑

i=1
iωiτ

e
−

M
∑

j=1
iω jτ

dτ = 2π δ

(
N

∑
i=1

ωi−
M

∑
j=1

ω j

)
. (8.86)

Exactly this step is challenged by off-shell effects causing observable time-dependence
of the occupation numbers. Neglecting such memory effects for now, the time-
integrated interaction terms contain factors of type

G(N)L(M)−L(N)G(M) ={
N

∏
i=1

n(ωi, t)
M

∏
j=1

(1±n(ω j, t))−
N

∏
i=1

(1±n(ωi, t))
M

∏
j=1

n(ω j, t)

}

δ

(
N

∑
i=1

ωi−
M

∑
j=1

ω j

)
. (8.87)

In general all such factors are zero if

n(ω)
1±n(ω)

= eβ (µ−ω). (8.88)

As already shown, this leads to the Bose-Einstein or Fermi-Dirac distribution in
equilibrium.

Is it possible to achieve a similar, long term equilibrium state beyond the 2PI
picture? There is no detailed answer to this question up to date. One may only
speculate, that – relying on the introduction of more general energy composition
rules than the addition – one may assume a superstatistical density matrix in the
form

ρ =
∞∫

0

wa(β )e−βHdβ = e−β̄La(H). (8.89)

As a consequence the time-difference integration in equilibrium leads to Dirac-delta
conditions on the sum of L(ωi)-s and the equilibrium energy distribution modifies
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to
n(ω)

1±n(ω)
= eβ ((µ−L(ω))). (8.90)

8.3 Feynman path integral and canonical partition sum

There seems to be an analogy between quantum and statistical physics. A diffu-
sion – or more generally a Fokker-Planck – equation describing evolution of prob-
abilities and phase space occupancy factors in real time on the one hand and the
quantum evolution, described by the Schrödinger equation as a diffusion in imagi-
nary time, on the other hand. Similarly, methods developed for solving the diffusion
problem by using path integrals have been ”continued” over, albeit without rigorous
mathematical proof, to a general solution of the quantum problem in terms of the
Feynman-Hibbs path integral. After a while this habit of denoting theoretical solu-
tions, which at first had been worked out for the non-interacting case only, became a
method of ”path integral quantization”: a recipe to associate a quantum theory once
the action of a classical theory is given.

Amazingly, the path integral quantization method uses the classical action as a
starting point. This governs then the dynamical evolution in a space of possible
quantum states, the Hilbert space. The description of the latter, however, has to be
added. It turns out that a certain way of labeling quantum states, based on the coher-
ent state description known from quantum optics, leads the closest to the dynamics
of the non-quantum original. This way a phase space point centered description of
each quantum state emerges, and the path integration is done over such labels of
possible quantum states. And finally it is just a characteristic, perhaps fortunate cir-
cumstance, that for most problems handled in quantum field theory over the half
of all degrees of freedom – namely over those labeled by the canonical momentum
fields – can be path-integrated analytically. The result emerges from an infinite prod-
uct of Gaussian integrals and contains the classical action in an exponential form.
In a somewhat sloppy, symbolic notation one can write∫

DqD pe−
i
h̄
∫

Hdt =
∫

Dqe
i
h̄
∫

Ldt , (8.91)

with H(p,q) being the Hamiltonian and L = pq̇−H the Lagrangian.

The exponential factor containing the time-integral of the Hamiltonian is on the
one hand the formal solution of a general, time-dependent Schrödinger equation. On
the other hand it becomes the canonical statistical factor, e−βH , integral-averaged
over an imaginary-time period β . This analogy between real-time and imaginary
time quantum-mechanics, as a canonical statistical equilibrium theory, can be ex-
tended to all methods applied in solving quantum problems:
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DqD pe−βH =

∫
Dqe−

∫ β

0 LE dτ , (8.92)

where LE = pdq/dτ + H denotes the ”Euclidean” version of the Lagrangian, be-
longing to the use of the imaginary time formalism. In particular the concept of
the inverse temperature as an imaginary time periodicity pioneers some more spec-
ulative ideas about the question of emergent quantum theory: Why and how may
quantum effects be a consequence of an underlying dynamics?

Since averaging over a noise – based upon an assumed hierarchy of characteris-
tic times – leads to an effective statistical theory, the question arises, whether Na-
ture itself might make use of a similar trick. To the idea of chaotic quantization it
underlies a concept of ”thermal” motion, however this motion evolves in an extra
timelike dimension. Combining the temperature of this imaginary noise in this extra
time dimension with an elementary time scale, either emerging from a cosmologi-
cal constant or from an elementary time-lattice spacing – this varies according to the
very theory – the unit of the quantum action emerges: h̄ = aT (in kB = c = 1 units).
If a lies in the order of Planck length, then T should be in the order of the Planck
mass (energy). Of course, this idea is rather speculative at present, no experimental
hints about the magnitude of this quantity is known, besides the relative weakness
of the force of gravity compared to other elementary interactions. Nevertheless the
mechanism is related to the concept of temperature, so it is proper to include a short
description of it in this book. The idea of chaotic quantization has been worked out
in close collaboration with Profs. Berndt Müller and Sergei Matinyan at the Duke
University[85, 86].

Before doing so, however, a sketchy summary about the basics of the path inte-
gral method and its connection to statistical physics shall be given in the following
subsections.

8.3.1 Path integral for diffusion and quantum mechanics

The easiest to catch the core idea is to consider a simplified model of a one-
dimensional, symmetric diffusion. On an infinite chain of positions (or states) there
is a constant probability rate to hop to one of the neighboring ones. The occupation
probability of the n-th member of this chain then changes in time according to the
following simple master equation, which takes into account the in and out jumps
from and to the n−1-th and n+1-th positions:

Ṗn = λ (Pn−1−Pn)+λ (Pn+1−Pn) . (8.93)

The general solution of this system of infinitely many differential equations is the
best to obtain by using a generating function, defined as being
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Γ (z, t) := ∑
n

enzPn(t). (8.94)

It is straightforward to realize that the z-derivatives of Γ (z, t) generate expectation
values of n:

Γ (0, t) = 1,
∂Γ

∂ z

∣∣∣∣
z=0

= 〈n 〉 , ∂ kΓ

∂ zk

∣∣∣∣
z=0

=
〈

nk
〉

. (8.95)

The evolution equation for Γ (z, t) is derived replacing the definition (8.94) into
(8.93). We get

∂Γ

∂ t
(z, t) = λ

(
(ez−1)+(e−z−1)

)
Γ (z, t). (8.96)

In the general case λ may depend on the initial position of a jump, n and it may
differ for going up or down in the chain, (the latter denoted by µ then). The solution
of the above equation (8.96) generalizes to

Γ (z, t) = etW (z, ∂

∂ z )
Γ (z,0), (8.97)

with

W (z,
∂

∂ z
) = (cosh(z)−1) (λ + µ)(

∂

∂ z
)+ sinh(z)(λ −µ)(

∂

∂ z
). (8.98)

Here the n-dependence of the jumping rate coefficients is converted to an operator
expression formally substituting n by ∂

∂ z . The simple symmetric diffusion has the
solution for µ = λ = constant:

W = 2λ (cosh(z)−1) . (8.99)

It is important to realize that not only some expectation values, but also the time-
dependent occupation probabilities can be reconstructed from the above solution.
Using the notation s = ez the ratio,

Γ (z, t)
Γ (z,0)

= e−2λ teλ t(s+1/s) = e−2λ t
∞

∑
n=−∞

snIn(2λ t), (8.100)

is recognized as a generating function for the modified Bessel functions, In. The
probabilities therefore are

Pn(t) = e−2λ t
∑
k

In−k(2λ t)Pk(0). (8.101)

Starting with a concentrated distribution, Pn(0) = δn,0, one has Γ (z,0) = 1 and the
resulting Pn(t) solution reflects the Green function of the discrete diffusion problem:

Gnk(t, t ′) = e−2λ (t−t ′)In−k
(
2λ (t− t ′)

)
= gn−k(t− t ′). (8.102)
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It is of course not guaranteed that a generating function can readily be recognized as
an infinite sum of known analytic expressions. Therefore the characteristic function
method is used, which considers the above logarithmic generating function, Γ , at
pure imaginary argument, z = iϑ . In this case the generating function is periodic,

Γ̃ (ϑ , t) :=
∞

∑
n=−∞

einϑ Pn(t) = Γ̃ (ϑ +2kπ, t) (8.103)

with arbitrary integer, k. The occupation probabilities in this case can be obtained
by Fourier analysis:

Pn(t) =
1

2π

+π∫
−π

Γ̃ (ϑ , t)e−inϑ dϑ . (8.104)

This simple model can be utilized when considering the problem of continuous
diffusion. In the diffusion equation,

∂c
∂ t

= λ
∂ 2c
∂x2 , (8.105)

we model the concentration variable c by discrete values

c(x, t) = lim
ε→0

1
ε

Pn(t)
∣∣∣∣
x=nε

. (8.106)

The corresponding discrete master equation to leading order in ε becomes

Ṗn(t) =
λ

ε2 (Pn+1 +Pn−1−2Pn) . (8.107)

On the other hand the concentration can be viewed as a sum

c(x, t) = lim
ε→0

1
ε

∑
n

δn,x/ε Pn(t), (8.108)

where the Kronecker-delta has an integral representation:

δn,x/ε =
+π∫
−π

dϑ

2π
ei(n−x/ε)ϑ . (8.109)

Putting this together and changing the integration variable to k = ϑ/ε (and caring
for the fact that in the small ε limit the integration borders tend to infinity) we obtain

c(x, t) =
+∞∫
−∞

dk
2π

e−ik(x−x′) lim
ε→0

Γ̃ (kε, t)
Γ̃ (kε,0)

c(x′,0). (8.110)
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The complex logarithmic generating function ratio, determining the Green function,
with the effective hopping probability rate being λ/ε2, tends to

Γ̃ (kε, t)
Γ̃ (kε,0)

= e
2λ t
ε2 (cos(kε)−1)−→e−λ tk2

. (8.111)

As a consequence the Green function of the free diffusion is Gaussian

G(x,x′, t, t ′) =
+∞∫
−∞

dk
2π

e−ik(x−x′) e−λ (t−t ′)k2
=

1√
4πλ (t− t ′)

e
− (x−x′)2

4λ (t−t′) . (8.112)

The Green function of diffusion, G(x,x′, t, t ′), is a particular conditional proba-
bility: the probability to find the diffusing particle at time t ′ in the position x′ when
it was surely (with hundred per cent probability) in the position x at the time t ′.
The path integral is a particular view of this probability; as it were composed from
alternative paths to get from x′ to x while the time passes from t ′ to t. The basic
idea to single out a given diffusion path is fixing it by given control points and then
to consider the limit of a continuous observation. The one-path-probability is ap-
proximated by the series of restrictions of passing all the points xi = εni at times
ti:

P1({ni}) :=
N+1

∏
i=1

Pni(ti) (8.113)

in the discrete model with N + 1 observations. The total conditional probability of
a diffusion from somewhere to somewhere else is combined as a sum over indepen-
dent alternatives for the arrangements of the N intermediate observations. This can
be labeled by the set of all physically possible values of ni, and one sums over all
possible configurations of these labels:

Z := ∑
{ni}

P1({ni}). (8.114)

This formula reminds to that of the partition sum in spin models, and in fact this
analogy is helpful by numerical calculations of path integrals.

In the continuum limit of the above model the sum over configurations of inter-
mediate positions becomes an infinite dimensional integral, the path integral. From
the scaling between the discrete model and the continuous diffusion problem one
finds easily out that the proper scaling of distances and time intervals should be like
ε and ε2, respectively. This way the transition probability from one observational
point to the next one along a diffusion path becomes

∆iP = P(xi,xi+1; ti, ti+1) = P
(
xi+1− xi,ε

2) , (8.115)
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reflecting translational invariance. The one-path-probability is a (N +1)-fold prod-
uct of such terms. Each such step is in itself a diffusion – this self-similarity helps
to obtain the path integral. Using the result with the logarithmic generator function
at imaginary argument for the free diffusion one writes

∆iP =
∞∫
−∞

dki

2π
e−iki(xi+1−xi) Γ̃ (kiε,ε2). (8.116)

Substituting the formula (8.99) for free diffusion one obtains

∆iP =
∞∫
−∞

dki

2π
e−iki(xi+1−xi)+2λ (cos(kiε)−1). (8.117)

Finally for small ε , in the continuum limit, we expand the cosine function and arrive
at

∆iP =
∞∫
−∞

dki

2π
e−ε2

(
iki

xi+1−xi
ε2 +λk2

i

)
. (8.118)

Taking into account that in the same limit the first term in the exponent approximates
the derivative of the function x(t) describing the path,

lim
ε→0

xi+1− xi

ε2 =
dx
dt

, (8.119)

the product of such terms along a single diffusion path is then given as follows:

P1 =
N+1

∏
i=1

∞∫
−∞

dki

2π
e−ε2(iki

dx
dt +λk2

i ). (8.120)

This is an (N +1)-fold Gaussian integral, and as such can be factorized. This reflects
the self-similarity of diffusion. On the other hand it can be viewed as an (N + 1)-
dimensional integral over the exponent of the sum of alike terms,

P1 =

N+1

∏
i=1

∞∫
−∞

dki

2π

 e
−ε2

N+1
∑

i=1
(iki

dx
dt +λk2

i )
, (8.121)

where in turn the sum in the exponent is an approximation of a time integral. In the
N→∞, ε→ 0 limit the density of observation points grows. One keeps, however, the
time interval finite, so t = (N +1)ε2 is fixed. In this sense, the ki variables approach
a continuous set of a curve, k(τ), labeled by a continuous time-variable 0 < τ < t.
The infinite dimensional integral in the above formula will be reminded by a special
notation, that of the path integral measure:
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P1 =
∫

D [k(τ)] e
−

t∫
0

dτ (ik dx
dt +λk2)

(8.122)

All the integrals Gaussian in ki can be carried out analytically. Their result are ex-
ponential factors with dx

dt
2

in the exponent:

P1 =
(
4πε

2
λ
)−(N+1)/2

e
−

N+1
∑

i=1

(
dxi
dt

)2

, (8.123)

where the xi(t) points represent the diffusion path. The sum over all alternative paths
then also becomes a path integral:

Z = ∑
{ni}

P1 =
∫

D [x(τ)] e
− 1

4λ

t∫
0

dτ ( dx
dτ )

2

. (8.124)

This computational technique can be extended to problems when the particle does
not propagates freely, when it interacts. Then an absorption factor is associated to
each observation point and the Green function with absorption factor A(x, t) be-
comes

GA(x, t|x0, t0) =

(x,t)∫
(x0,t0)

D [x(τ)] e
−

t∫
0

dτ

(
1

4λ
( dx

dτ )
2
+A(x,τ)

)
. (8.125)

The integral in the exponent already reminds us to the structure of a Lagrangian
composed from a kinetic energy term, proportional to the square of the time-
derivative of the variable describing the position of a particle, and from another term
depending on the position. In fact, generalizing the above approach to imaginary
time, one formally solves a Schrödinger equation instead of the diffusion problem.
Then the square of the τ-derivative picks up a minus sign, and the τ-integration an
overall imaginary unit, i. The absorption factor will belong to the potential energy
term in the Schrödinger equation, A = V (x). The Green function is given as the path
integral

GA(x, t|x0, t0) =

(x,t)∫
(x0,t0)

D [x(τ)] e
i
h̄

t∫
0

dτ

(
1

4λ
( dx

dτ )
2−V (x)

)
. (8.126)

Interpreting finally 1/4λ = m/2 as the proper factor, the path integral formally in-
cludes the classical action of the motion:

GA(x, t|x0, t0) =

(x,t)∫
(x0,t0)

D [x(τ)] e
i
h̄ S, (8.127)

with
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S =
t∫

0

dτ

(
m
2

(
dx
dτ

)2

−V (x)

)
. (8.128)

This is the Feynman-Hibbs path integral, describing the Green function solution of
a general Schrödinger equation.

8.3.2 Path integral over coherent states

The Feynman-Hibbs path integral, originally formulated in the coordinate space
(Schrödinger) representation, has been generalized to a more abstract description
of quantum dynamics. All path integrals represent quantum mechanical transition
amplitudes, which determine the probabilities of the corresponding processes. Such
an amplitude is a path integral, whenever the intermediate states are continuously
indexed and the possible alternative transition processes are continuous paths in the
index space. Differentiability, however, in the general case is not given for these
paths.

Coherent states span a subspace in Hilbert space, consisting of continuously in-
dexed states. Let the set of indices be L and the Hilbert space H ; then a coherent
state, |`〉 ∈H , is represented by an index element, ` ∈L , if the following condi-
tions are met:

1. The index is continuous, i.e.

‖|`〉 − |`′〉‖ → 0, for |`− `′| → 0, (8.129)

with the corresponding norms in the Hilbert- and index space.
2. The index representation is complete, i.e. the unity operator is spanned by an

integral in the index space:

1 =
∫
L

|`〉〈`|δ`, (8.130)

with δ` being a proper integral measure.

We give some examples for coherent states in the above general sense. Elements in
a Fock space define the following general index state:

|`〉 = ∑
n
|n〉 〈n|`〉. (8.131)

The completeness for continuously indexed states is fulfilled, i.e.∫
|`〉 〈`|δ` = ∑

n,m
|n〉 〈m|

∫
〈n|`〉 〈`|m〉δ` = 1, (8.132)
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if the following is true: ∫
〈n|`〉 〈`|m〉δ` = 〈n|m〉. (8.133)

The overlap of a coherent state with a general state, |ψ〉, the coherent wave function
is given by

Ψ(`) = 〈`|ψ〉= ∑
n
〈`|n〉〈n|ψ〉= 〈0|Û† [`] |ψ〉. (8.134)

and herewith represented by elements of l2.

Eigenstates of the coordinate operator, x̂|x〉 = x|x〉 can also be used as basis. In
this case we need to fulfill ∫

〈x|`〉〈`|y〉δ` = δ (x− y), (8.135)

and the wave functions are elements of L2:

Ψ(`) = 〈`|ψ〉=
∫
〈`|x〉〈x|ψ〉dx. (8.136)

In general for a complex functional of the index,

Φ(`) = 〈`|Φ〉, (8.137)

the completeness equation (8.130) ensures that it is normalizable:

〈Φ |Φ〉=
∫
|〈`|Φ〉|2 δ` < ∞. (8.138)

Also the group property of coherent states, i.e.

〈`′|`′′〉=
∫
〈`′|`〉〈`|`′〉δ` (8.139)

is a consequence of the completeness. Orthogonality, however, is not demanded for
coherent states. Therefore from the group property it follows the linear dependency:

|`′〉=
∫
|`〉〈`|`′〉δ`. (8.140)

Many authors call therefore the coherent state basis overcomplete.

Particular coherent states (mostly used in optics) are built on a Fock space gen-
erated by bosonic creating and annihilating operators, a† and a. Besides the bosonic
commutator relation,

[
a,a†

]
= 1 is fulfilled, there exists a lowest state defined by

a|0 >= 0 (this is the empty state). Successive application of the creation operators
lead to n-fold occupied quantum states:

a†|n〉=
√

n+1 |n+1〉. (8.141)



8.3 Feynman path integral and canonical partition sum 249

They span a Fock space: {|n〉} ⊂H for n running over all non-negative integers. It
is straightforward to create states, indexed by a complex number, z ∈ C ,

|z〉= exp
(
za†− z∗a

)
|0〉. (8.142)

Since (a + a†) is Hermitean, while (a− a†) is anti-hermitean and (z + z∗) is real,
while (z− z∗) is pure imaginary, the operator expression in the exponent is anti-
hermitean (or i times hermitean), so the state |z〉 is made from the lowest state by a
unitary transformation. Therefore its norm is unity: 〈z|z〉= 1.

For alternative forms of the canonical coherent state we note the operator identity

eA+B = e−
1
2 [A,B] eA eB (8.143)

if the commutator, [A,B], commutes with both A and B. (This is a special case of the
Baker-Campbell-Hausdorff formula.) For the operators A = za† and B = −z∗a this
is fulfilled, so one derives

|z〉= e−
1
2 |z|

2
eza†

e−z∗a |0〉. (8.144)

Now, since the action of the operator a on the vacuum state is zero, the last factor
can be replaced by the unity. Using the recursive action of a† one arrives at the
alternative form:

|z〉= e−
1
2 |z|

2
eza† |0〉= e−

1
2 |z|

2
∞

∑
n=0

zn
√

n!
|n〉. (8.145)

Viewing by this, a canonical (optical) coherent state is a mixture of all n-quantum
states with a fixed complex factor z.

In this representation is the easiest to derive its most cited property:

a|z〉= e−
1
2 |z|

2
∞

∑
n=1

zn
√

n!

√
n|n−1〉= z|z〉. (8.146)

i.e. that a coherent state is an eigenstate to the annihilation operator with the eigen-
value equal to the complex index z. This result can be used to show that a coherent
state is a minimal uncertainty state. One just needs to inspect

〈z|a†a|z〉= z∗z = 〈z|a†|z〉 〈z|a|z〉. (8.147)

There is always an overlap between two different canonical coherent states, but
this diminishes with the distance of indices. Using the formula eq.(8.145) it is easy
to get that

〈z2|z1〉= e−
1
2 |z1|2 e−

1
2 |z2|2 ez∗2z1 , (8.148)

whose absolute value is given by
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|〈z2|z1〉|= e−
1
2 |z1−z2|2 . (8.149)

The (over)completeness is fulfilled by the ’natural’ integration measure on the com-
plex plane

1 =
∫
|z〉 〈z| d

2z
π

. (8.150)

It is relatively simple to relate canonical coherent states to the classical phase
space. Considering harmonic quantum oscillators associated to the creation and an-
nihilation operators, the hermitean generalized coordinate and momentum operators
are given as linear combinations:

Q̂ =

√
h̄

2ω
(a+a†), P̂ = i

√
h̄ω

2
(a†−a). (8.151)

The Heisenberg commutation relation,
[
Q̂, P̂

]
= ih̄ is fulfilled independent of the

value of ω . The integration measure in the complex z-plane becomes the phase
space integral,

d2z
π

=
dqd p
2π h̄

, (8.152)

after the identification

z =
√

ω

2h̄
q +

i√
2h̄ω

p. (8.153)

The combination (za†− z∗a) becomes i
h̄ (pQ̂−qP̂), and herewith the coherent state

can be indexed by real phase space points as

|z〉= |p,q〉= Û [p,q] |0〉, (8.154)

with the unitary Weyl operator

Û [p,q] = e
i
h̄ (pQ̂−qP̂). (8.155)

The Weyl operator acts as a shift operator in the sense that

Û†Q̂Û = Q̂+q1̂, Û†P̂Û = P̂+ p1̂. (8.156)

It is interesting to note that the operator identity (8.143) leads both to the following
commutator-eigenvalue equations,[

Q̂,Û
]
= qÛ ,

[
P̂,Û

]
= pÛ , (8.157)

and to the symplectic structure of classical Hamiltonian dynamics:

1
2
(Q̂Û +ÛQ̂) =

h̄
i

∂

∂ p
Û ,

1
2
(P̂Û +ÛP̂) =− h̄

i
∂

∂q
Û . (8.158)



8.3 Feynman path integral and canonical partition sum 251

For an arbitrary operator combination Â = A(Q̂, P̂) we get

ÂÛ = A
(

q
2

+
h̄
i

∂

∂ p
,

p
2
− h̄

i
∂

∂q

)
Û (8.159)

and

ÛÂ = A
(
−q

2
+

h̄
i

∂

∂ p
,− p

2
− h̄

i
∂

∂q

)
Û . (8.160)

Due to the completeness any such operator has an integral representation, too:

Â =
∫

tr
(
U† [p,q] Â

)
Û [p,q]

d pdq
2π h̄

(8.161)

The unitary transformations described by the Weyl operator constitute a fast-
Abelean group:

Û [p2,q2] Û [p1,q1] = e
i

2h̄ (q1 p2−q2 p1) Û [p2 + p1,q2 +q1] . (8.162)

It is interesting to study the coordinate space representation of the Weyl operator;
it becomes related to the Wigner function. The states |α〉 and |β 〉 are described
by the complex valued wave functions, α(x) and β (x) in this representation. The
general matrix element of the Weyl operator becomes

Uαβ = 〈α|Û [p,q]|β 〉=
∫

α
∗(x)〈x|e

i
h̄ (pQ̂−qP̂)|y〉β (y)dxdy. (8.163)

Using again equation (8.143) the operator Û can be expressed as

Û [p,q] = e−
i

2h̄ pq e
i
h̄ pQ̂ e−

i
h̄ qP̂. (8.164)

Since the actions of the respective operators on coordinate eigenstates are given as

〈x|Q̂ = x〈x|, P̂|y〉= h̄
i

∂

∂y
|y〉, (8.165)

we have
〈x|Û [p,q]|y〉= e−

i
2h̄ pq e

i
h̄ px e−q ∂

∂y 〈x|y〉. (8.166)

Using now 〈x|y〉 = δ (x− y), partial integration and the variable substitution x′ =
x−q/2 in eq.(8.163) we obtain

Uαβ (p,q) = e−
i
h̄ pq

∫
α
∗
(

x− q
2

)
e

i
h̄ px

β

(
x+

q
2

)
dx (8.167)

This expression differs from the well-known Wigner function just in the Fourier
transformed variable:
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Wαβ (p,x) =
∫

e
i
h̄ pq

α
∗
(

x− q
2

)
β

(
x+

q
2

)
dq. (8.168)

Both quantities are Fourier transforms of the density matrix in coordinate represen-
tation,

ραβ (x,y) = α
∗(x)β (y). (8.169)

The Husimi function is given as the expectation value of the density matrix in a
coherent state:

Hαβ = 〈0|Û† [p,q] ρ̂ Û [p,q]|0〉=
∫
〈p,q|α∗

(
x− q

2

)
β

(
x+

q
2

)
|p,q〉. (8.170)

The latter is a positive semi-definite function, it is often interpreted as a probability
distribution. Exactly this defines the Wehrl-entropy:

SW =−
∫

Hαβ (p,q) lnHαβ (p,q)
dqd p
2π h̄

. (8.171)

8.3.2.1 Coherent path integrals

A coherent state |`〉 is represented by a point in the index space L . During the
time evolution of quantum systems under the action of a conservative Hamiltonian,
Ĥ, the state remains a coherent state, its evolution is described by a path `(t). The
quantum mechanical transition amplitude between a state `′ in time t ′ and a state `′′

in time t ′′ is given as

G = 〈`′′, t ′′|`′, t ′〉= 〈`′′|e−
i
h̄ (t ′′−t ′)Ĥ |`′〉. (8.172)

Since coherent states span an overcomplete system, actually all transition ampli-
tudes can be described by paths going over coherent states inside the time interval.

The usual construction of path integrals (cf. section 5) replaces the exponen-
tial evolution operator by a product of ones belonging to short times. Considering
uniform timesteps of ε = (t ′′− t ′)/(N +1), the factorization can be done for Hamil-
tonians satisfying

‖ĤN |`〉‖2 ≤ abN(2N)! (8.173)

for large enough N. In the ε→ 0 limit – by keeping (t ′′− t ′) finite – The exponential
factors are linearized:

G = lim
N→∞
〈`′′|
(

1− iε
h̄

Ĥ
)N+1

|`′〉. (8.174)

This formula is factorized alongside of reference points `n, starting with `0 = `′ and
ending in `N+1 = `′′, by inserting 1 =

∫
|`n〉 〈`n|δ`n between each linear factor:
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G = lim
N→∞

∫ N

∏
n=0
〈`n+1|

(
1− iε

h̄
Ĥ
)
|`n〉

N

∏
n=1

δ`n. (8.175)

Now the transition matrix elements of the Hamiltonian are to be evaluated between
two coherent states:

H(`a, `b) =
〈`a|Ĥ|`b〉
〈`a|`b〉

. (8.176)

Giving examples, for a free Hamiltonian, Ĥ = aa†, it consists of a vacuum part
and a normal ordered part: H(za,zb) = 1+ z∗azb. For an anharmonic interaction term
among canonical coherent states, Ĥ = (a+a†)4 more nontrivial contributions occur:
H(za,zb) = 3+6(qa +qb)2 +(qa +qb)4. The rules are the same as for Gaussian wave
pockets.

The path integral for the transition amplitude can be written as

G = lim
N→∞

∫ N

∏
n=0
〈`n+1|`n〉 e−

iε
h̄ H(`n+1,`n)

N

∏
n=1

δ`n (8.177)

up to order ε . Now the continuity property in the index space ensures that H(`n+1, `n)
can be replaced by Hn = H(`n, `n) to leading order in ε . Then the N-fold integral
over the control points `n becomes a path integral with the measure D`(t) in the
usual limit. The overlap between neighboring states alongside the path can also be
written in exponential form to leading order:

〈`n+1|`n〉= 1−〈`n+1|`n+1− `n〉= e−〈`n+1|d`n+1〉, (8.178)

so at the end we arrive at

G =
∫

D` e
−

`′′∫
`′
〈`(t)|d`(t)〉− i

h̄

t′′∫
t′

H(`(t))dt
. (8.179)

Working with normalized coherent states, H(`(t)) = 〈`(t)|Ĥ|`(t)〉. In coordinate
representation this becomes a Gaussian smeared Hamiltonian, the Gaussian effec-
tive potential.

Note also that the first integral term in the exponential was written without refer-
ence to the time variable; this is a phase factor akin to the Berry phase in classical
chaos studies. Nevertheless, whenever `(t) is a differentiable path and ˙̀(t) = d`/dt
is calculable at least at the control points `n, the whole exponential can be written
as one time integral – similar to that of the classical diffusion problem (section 3).
This way the partial time derivation operator and the Hamilton operator act together
as

G =
∫

D` e
i
h̄

t′′∫
t′
〈`(t)|ih̄ ∂

∂ t−Ĥ|`(t)〉
. (8.180)
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Here one recognizes the operator of the time dependent Schrödinger equation or-
dered to zero, whose expectation value is taken alongside the coherent state path
`(t).

8.3.2.2 Path integrals in the phase space

In the phase space notation the time dependent path over coherent states is fabricated
from the ground state by applying the Weyl-operator with time dependent phase
space parameters:

|`(t)〉= Û [p(t),q(t)] |0〉. (8.181)

The time derivative of this coherent state path can be obtained as

| ˙̀(t)〉 = lim
τ→0

(
Û [p+ τ ṗ,q+ τ q̇]−Û [p,q]

)
|0〉. (8.182)

In order to calculate this quantity we use the factorized form of the Weyl operator:

Ût = e
i

2h̄ pq e−
i
h̄ qP̂ e

i
h̄ pQ̂. (8.183)

For a small time difference τ , the left and right factors are linear giving

Ût+τ =
(

1+
iτ
2h̄

∂

∂ t
pq
) (

1− iτ
h̄

q̇P̂
)

Ut

(
1+

iτ
h̄

ṗQ̂
)

. (8.184)

This leads to the following parametric derivative of the Weyl operator:

∂

∂ t
Û =

i
2h̄

(ṗq+ pq̇)Û − i
h̄

q̇P̂Û +
i
h̄

ṗÛQ̂. (8.185)

The Berry phase factor becomes the ground state expectation value of the Mauer-
Cartan form of the fast-Abelean Weyl group

〈`|d`〉= 〈0|U†dU |0〉, (8.186)

and using the above equation (8.185) we arrive at

〈`| ˙̀〉 =
i

2h̄
(ṗq+ pq̇)〈0|Û†Û |0〉 − i

h̄
q̇〈0|Û†P̂Û |0〉 + i

h̄
ṗ〈0|Û†ÛQ̂|0〉. (8.187)

Using now that Û†Û = 1 and Û†P̂Û = P̂+ p1̂, one obtains

ih̄〈`| ˙̀〉 = pq̇− 1
2

d
dt

(pq) (8.188)

for a zero-centered, 〈0|Q̂|0〉= 0, and translation invariant ground state: 〈0|P̂|0〉= 0.
After neglecting the integral of the total time-derivative term, it recovers the familiar
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Hamiltonian action principle:

G =
∫

D pDq e
i
h̄

t′′∫
t′

(pq̇−H(p,q))dt
. (8.189)

For particular forms of the Gaussian effective potential, i.e. for H(p,q) = p2/2 +
V (q), the path integral over p(t) is Gaussian and therefore can be carried out exactly.
In this case one obtains the Feynman-Hibbs formula for the path integral:

G =
∫

Dq e
i
h̄

t′′∫
t′

L(q̇,q)dt
(8.190)

with
L(q̇,q) =

1
2

q̇2−V (q). (8.191)

8.3.3 Canonical partition: paths in Euclidean time

The correspondence between imaginary-time quantum mechanics and statistical
physics also occurs in the relation of path integrals to the canonical partition func-
tion. The formal definition (for in the thermodynamical limit additive Hamiltoni-
ans),

Z = tre−βH = ∑
n

e−βEn (8.192)

expresses the canonical partition function with the help of the eigenvalues of the
Hamiltonian. Since the Hamiltonian is the generator of the infinitesimal time shifts,
such a state is stationary by definition. On the other hand the Feynman path-integral
for transition from an initial state at time ta to the same state at time tb but irre-
spective of the fact that which state it were also includes a summation over this
initial-end-state, x:

ZQM = tre−i(tb−ta)H/h̄. (8.193)

In coordinate basis we have xa = xb = x and sum over all starting points of possible
closed evolution paths in a continuous labeling of the Hilbert space. One writes

Z =
∞∫
−∞

dx〈x|e−βH |x〉=
∞∫
−∞

dx 〈x, tb|x, ta〉|tb−ta=−ih̄β
, (8.194)

recognizing that the statistical canonical partition function is in fact formally a path
integral over closed paths quantum-evolving in imaginary time for a period length
of ih̄β .
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The discretization of such paths for observation points in the imaginary time can
as well be done as it was demonstrated for the free diffusion problem, previously.
Taking imaginary-time steps of ε = h̄β/(N +1) one goes over a closed chain (path)
of states:

Z =
N+1

∏
n=1

 ∞∫
−∞

dxn

 〈xN+1|e−εH/h̄|xN〉 . . .〈x1|e−εH/h̄|xN+1〉. (8.195)

Representing the overlap of states in a plane wave basis one uses the approximation

〈||〉 ≈
∞∫
−∞

d pn

2π
eipn(xn−xn−1)/h̄−εH/h̄. (8.196)

By the virtue of this the partition function gains a phase space representation,

Z =
N+1

∏
n=1

 ∞∫
−∞

dxn

∞∫
−∞

d pn

2π

 e−SN/h̄ (8.197)

with the discretized action

SN =
N+1

∑
n=1

(−ipn(xn− xn−1)+ εH(xn, pn)) (8.198)

In the usual path integral limit the latter becomes the classical action integrated,
however, in the real time, τ:

S∞ =

h̄β∫
0

dτ

[
−ip(τ)

dx(τ)
dτ

+H (p(τ),x(τ))
]
, (8.199)

and the canonical partition function is represented as a path integral

Z =
∫

D [x(τ)]
D [p(τ)b]

2π h̄
e−S/h̄ (8.200)

Based on this representation of the canonical partition function one can easily obtain
the diagonal elements of the statistical density matrix,

ρ(xa,xa) =
1
Z
〈xa|e−βH |xa〉. (8.201)

It is normalized and in a basis of energy eigenstates it reads as

ρ(xa,xa) = ∑n |ψn(xa)|2 e−βEn

∑n e−βEn
. (8.202)
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At the absolute zero temperature the smallest energy eigenvalue dominates the sums
both in the numerator and denominator. As a consequence the density matrix diag-
onal element becomes the absolute value squared of the ground state wave function
– interpreted as a probability to be found at xa by the Copenhagen interpretation of
quantum mechanics:

lim
T→0

ρ(xa,xa) = |ψ0(xa)|2 . (8.203)

On the other hand, at high enough temperature, i.e. when the thermal excitation scale
dominates over the quantum scale, kBT � h̄/t ∼ E0, the partition function (8.200)
approaches the classical partition function:

lim
T→∞

Z =
∞∫
−∞

dx
∞∫
−∞

d p
2π h̄

e−βH(p,x). (8.204)

Here several approximations occur: i) the integral over a short imaginary period
gives space to a multiplication with the interval length, h̄β , canceling this way the
dependence on the Planck constant and ii) the ”kinetic” contribution averages out
close to zero. For free oscillators at a general temperature, T = kB/β , the partition
function path integral leads back to the formula of the Bose distribution [84].

8.4 Quantization due to higher-dimensional chaotic dynamics

The idea of chaotic quantization was in part motivated by the frustration stemming
from the experience that gravity is resisting theoretical intentions to be quantized.
String theory, while it approaches the problem on the basis of quantum field the-
ory, not only requires ten space-time dimensions to be consistent and predicts yet
undiscovered super-partners to known elementary particles, but also calls upon the
additional concept of compactification.

Chaotic quantization realizes an opposite strategy, starting with classical gauge
field theory which due to its own Hamiltonian dynamics is chaotic. It evolves ergod-
ically - enough time given - in field-configuration phase space and this process leads
in the long-time limit to a stationary distribution sampling from lower dimensional
sub-configurations. These, as result of the higher dimensional classical dynamics,
are distributed as the lower dimensional quantum field theory requires in the imagi-
nary time formalism. The chaotic quantization is a particular form of the stochastic
quantization[87], it works self-contained, driven by its inner dynamics, not requir-
ing any assumption of an external heat bath or noise. We outline its main ideas by
presenting an example of a strongly coupled electrodynamics on a lattice, which is
a classically chaotic system. What follows is based on common work with Berndt
Müller and Sergei Matinyan at the Duke University, NC, USA.
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As a working example we take a 5-dimensional lattice on which a classical,
pure U(1) gauge theory resides. This simple group still shows chaotic dynamics
at strong coupling, being equivalent to the large amplitude motion of many cou-
pled pendulums. Although in the continuum limit U(1) is not chaotic, since all an-
harmonic terms in the expansion of cosine functions are neglected, at finite lattice
spacing its classical dynamics is chaotic. This was numerically demonstrated in the
3-dimensional case.

The conjecture between the 5-dimensional classical theory with chaotic dynam-
ics and the 4-dimensional quantum field theory can be comprised into a simple
formula between the ”normal” (4-dimensional) Planck constant and two physical
characteristics of the higher dimensional theory, its temperature and lattice spacing:

h̄ = aT (8.205)

Usually such a formula is read in an opposite direction, automatically relating a
Planck mass (MP = T ) with a Planck length (LP = a). Our philosophy here, however,
views h̄ as a constant of nature factorized to two other, underlying properties of the
(in the present theory 5-dimensional) world. An enlightening analogy of this situa-
tion is given by the classical electrodynamics formula factorizing another constant
of nature, c, the speed of light:

1/c2 = ε0µ0. (8.206)

Taking c = constant as a postulate, we arrive at the theory of special relativ-
ity. One derives the laws of Lorentz transformation in the framework of mechanics
without making any reference to electric or magnetic fields6. Maxwell theory on the
other hand, as a classical field theory regards ε0 and µ0 as independent properties of
the physical vacuum, as dielectric constant and magnetic permeability. Light waves
are solutions of Maxwell theory and the speed of light is calculable. The relation
between nowadays Quantum Field Theory and the conjectured underlying classical
field theory is analogous to this. Furthermore, just as ether does not need to exist
for Maxwell theory to work, the five dimensional lattice also may prove to be just a
theoretical construct without measurability. The fixed length, a, may also stem from
another mechanism as in fact having a space-time lattice at the Planck length.

Chaos in gauge theory

First non-abelian then also abelian gauge theories has been studied with respect to
chaotic behavior[88]. In the eighties model systems, with a few, selected degrees of
freedom with long wavelength has been studied. The most characteristic results stem
from SU(2) Yang-Mills theory, considering two k = 0 modes of different polariza-
tion and color. We denote the spatially constant, scaled vector potential components

6 This has been first demonstrated by Albert Einstein.
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as x = gA(2)
1 (t) and y = gA(1)

2 (t). The SU(2)-colored electric field has two, the mag-
netic field only one non-vanishing component (in the Hamiltonian gauge annulling
the scalar potentials):

E(2)
1 = Ȧ(2)

1 , E(1)
2 = Ȧ(1)

2 , B(3)
3 = gA(2)

1 A(1)
2 . (8.207)

Since these are space-homogeneous, the Hamiltonian,

H =
V
2 ∑

i,a
(Ea

i Ea
i +Ba

i Ba
i ) , (8.208)

summed over polarization indices i = 1,2,3 and color indices a = 1,2,3, leads to
the model-Hamiltonian

H ′ =
g2

V
H =

1
2
(
ẋ2 + ẏ2)+ 1

2
x2y2. (8.209)

This describes a classically chaotic system with a null-measure of regular peri-
odic orbits. The turning points of the classical motion lie on H ′ = constant hyper-
boles, defocusing parallel trajectories. Fig.8.1 demonstrates the gradual dispersion
of nearby configurations eventually covering the allowed configuration space uni-
formly. This is in accordance with the general mechanism, how chaotic motion fills
phase space regions with a pace dictated by the sum of all positive Lyapunov ex-
ponents, the exponential rate of the divergence of nearby phase space points. View-
ing this process by a fixed resolution, information is lost and this define a rate for
entropy generation (the so-called Kolmogorov-Sinai entropy). The time integral be-
tween the totally ordered initial state then estimates the final, maximal entropy at
uniform coverage. Now, since the Hamiltonian motion is energy-conserving, each
constant H ′ = g2H/V predestines a region in the phase space to be covered at the
end. At a fixed resolution, i.e. at a given size of classical phase space cells, this
reveals a microcanonical equation of state, S(E).

Numerical studies on lattices followed in the 1990-s. Mainly the gauge groups
U(1), SU(2) and SU(3) has been studied, all showed chaotic behavior. The scal-
ing of the leading Lyapunov exponent with the scaled total energy of the classical
lattice, aλmax ∼ ag2H for non-abelian gauge groups, as well as the extensivity of
the Lyapunov spectrum and the Kolmogorov-Sinai (KS) entropy – related to the
ergodization speed – were studied. Interpreting the KS-entropy as the physical en-
tropy of the lattice gauge system even an attempt can be done to extract a classical
equation of state.

A basic interest lies in the investigation whether classically chaotic systems and
configurations are also special for the quantum pendant. Correlation between chaos
and confinement has been observed in SU(2) and U(1) lattices comparing quantum
Monte Carlo results and classical Hamiltonian dynamics in 3+1 dimensions. For
the U(1) group in the strong coupling phase a strong tendency could have been
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Fig. 8.1 Time evolution of initially adjacent trajectories in the xy-model. One hundred initially
adjacent points eventually scatter over the whole classically allowed phase space. These figures
demonstrate the case H ′ = ẋ2 + ẏ2 + x2y2 = 1.

observed between the presence of magnetic monopole anti-monopole pairs and the
chaotic behavior.

Higher dimensional plasma physics

The main point of the stochastic quantization, namely generating field configura-
tions distributed according to Boltzmann weights,

P = exp
(
−βSE [A′]

)
(8.210)

for pure gauge theories, where the original vector potential variable, A is rescaled
to A′ = gA and as a consequence β = 1/g2h̄ due to the scaling of the action
S[A] = S[gA]/g2. These Boltzmann weights occur in Feynman path integrals when
calculating expectation values in quantum field theory. At the same time they can be
regarded as a stationary distribution of a corresponding Fokker-Planck equation,

σ5
∂

∂ t5
P =

∫
d4x

δ

δA

(
1
β

δ

δA
P +

δS
δA

P

)
. (8.211)

Formally 1/β can be interpreted as a temperature of the five dimensional system,
T5. The Fokker-Planck equation is equivalent to the solution of the corresponding
Langevin equation,

Ä+
δS
δA

= J, (8.212)
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where the source current density is split to a dissipative term (like ohmic resistance)
and to a fluctuative (noise) term:

J =−σ Ȧ+ζ . (8.213)

This noise is usually treated simplified, as a Gaussian white noise with zero mean
and a correlation sharply localized in space and time:

〈ζ (x1)ζ (x2)〉= 2σT δ
4(x1− x2). (8.214)

In the infrared limit the low frequency components dominate the relevant vector
potential configurations, the radiative term Ä can be neglected besides the dissipative
term σ Ȧ. The typical frequency is small, ω� σ , the typical time is large, τ� 1/σ .
The effective model to electrodynamics is a Langevin plasma described by

σ Ȧ+
δS
δA

= ζ . (8.215)

This equation is analogous to the well-known Brownian motion, so are the mean
features of its solution: the action S after long enough time is distributed around
its ergodic limit of kBT/2 per degree of freedom, and initial correlations decay
exponentially with the characteristic time of the corresponding damping constant,
tchar = 1/γ = σ/|k|2. The long time average of such correlations with the initial
value are interpreted in the lower dimensional field theory as propagators.

This analogy with plasma physics in the continuum limit led us to detailed inves-
tigations of dynamical time scales: the thermal (h̄/T ), electric (

√
h̄/gT ) and mag-

netic screening length (1/g2T ) in a usual, three dimensional plasma depend on the
temperature, on the Planck constant and on the coupling constant of the original
gauge theory, g. In the long time limit the plasma dynamics leads to distributions
simulating a dimensionally reduced, three dimensional field theory with the effec-
tive coupling g3 = g2T . It can happen only for pure gauge theories, with mass scale
invariance. The magnetic part of the energy is identical with a lower dimensional
Maxwell or Yang-Mills action:

1
2

BiBi =−1
4

Fi jF i j. (8.216)

The effective approach with white noise and Langevin equation is valid for the long-
time behavior, t� 1/g2T . Table 1 summarizes the most important features of tradi-
tional plasma physics, in the third column showing the corresponding formulas for
classical lattices. Since most of the time-constants in plasma physics are coefficients
in a linear response approach, they can be calculated on a classical lattice as well
as in quantum field theory. Here no Planck constant occurs, but the lattice spacing
plays a basic role. These two approaches coincide if the universal relation h̄ = aT
is assumed.

These calculations can be repeated in arbitrary number of Euclidean dimensions,
including the 4+1 - dimensional case of traditional stochastic quantization. Table 2
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3-dim QFT plasma 3+1 class. lattice
dm 1/g2T 1/g2T
de

√
h̄/gT

√
a/g2T

ω2 g2T 2/h̄ g2T/a
γ g2T g2T
σ T/h̄(log) 1/a(log)

dm� de g2h̄� 1 a� 1/g2T

Table 8.1 Scales in plasma physics and on the lattice show a universal scaling: h̄ = aT .

d dim. QFT plasma d+1 class. lattice

dm
h̄

G2 = h̄d−3

g2T d−2
a

G2 = ad−3

g2T

de
h̄

GT = h̄d/2−1

gT (d−1)/2
a
G = ad/2−1

g
√

T

σ
dd−5

e
g2T

dd−5
e

g2T

g2
d

g2T
h̄

g2

a
G2� 1 g2T d−3h̄4−d g2Ta4−d

Table 8.2 Scales in plasma physics and on the lattice in arbitrary dimensions. All formulas coin-
cide if h̄ = aT . Here g is the original coupling, G the weak parameter signaling the infrared limit
and gd the effective coupling of the dimensionally reduced theory.

shows the characteristic results for d-dimensional plasmas and d + 1-dimensional
lattices with classical Hamiltonian dynamics.

U(1) lattice model

In this section we report about numerical simulations on a U(1) lattice gauge sys-
tem both in 4 and 5 dimensions. The former was simulated by quantum Monte
Carlo techniques in order to reproduce long known standard results, the latter inde-
pendently by 4+1-dimensional classical Hamiltonian dynamics known to be chaotic
from our former studies. In both cases regular (rather small, 44) lattices are consid-
ered.

In order to appreciate the computational complexity one faces to, we review
briefly basic formulas and techniques of lattice gauge theory calculations. For more
advanced information on lattice gauge theories one may consult ref.[89, 90].

In these models of continuum field theory (both in the classical and quantized
version) lattice links starting at point x and pointing in the µ direction are asso-
ciated with phases, Aµ(x) of unimodular complex numbers – elements of U(1) –
U = exp(igaAµ(x)), while the lattice action is constructed from phase sums around
elementary plaquettes, upon using lattice forward derivatives (a∂µ f = f (x+aeµ)−
f (x)). The plaquette phase sums satisfy
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Fµν(x) = ∂µ Aν(x)−∂ν Aµ(x), (8.217)

and determine the lattice action

S =
1
g2 ∑

x
∑

µ>ν

(1− cos(ga2Fµν)). (8.218)

Here the summation runs over all lattice plaquettes in planes each characterized by
a pair of two (ordered and different) direction indices, µ > ν , and attached with its
corner to the site x. In the continuum limit a→ 0 the action of the classical elec-
trodynamics is recovered. Quantum Monte Carlo algorithms produce and sample
U lattice link values (so called configurations) which are weighted by a Boltzmann
type factor

w = e−S/h̄. (8.219)

This corresponds to the evaluation of Feynman path integrals in quantum field the-
ory in the imaginary time formalism.

The classical Hamiltonian approach on the other hand uses the Hamiltonian split
to electric and magnetic parts,

H = ∑
x,µ

a
2g2 |U̇ |

2 +Emagn[U ]. (8.220)

Here the magnetic contribution to the total Hamiltonian,

Emagn[U ] =
1

g2a ∑
x

∑
i< j

(
1− cos(ga2Fi j)

)
, (8.221)

is a sum over plaquettes lying in spatio-spatial (hyper)planes. This sum is formally
equivalent to the Euclidean action of the same lattice gauge theory in one dimension
lower. This self-similarity of pure gauge actions is an essential ingredient for the
particular mechanism of chaotic quantization we are pursuing now.

We present results of numerical simulations of a five dimensional classical
Hamiltonian U(1) lattice system and compare its evolution in the 5-th coordinate
with traditional quantum Monte Carlo generated configurations on a four dimen-
sional lattice, using the four dimensional U(1) lattice action. In the classical Hamil-
tonian approach the evolution of the U configurations proceeds in a 5-th dimension,
often called ’fictitious’ time when it has been used as a method for stochastic quan-
tization. The important difference is, that so far always an external heat bath or
a white noise for solving Langevin type equations has been added to the evolution;
we consider here pure classical Hamiltonian dynamics with no other source of noise
or fluctuations.

As by construction aEmagn
5 = S4 (since the dimensionless plaquette sum or aver-

age over the 4-dimensional (sub)lattice is either ag2Emagn
5 when used in the Hamil-

tonian simulation or g2h̄(S4/h̄) when used in quantum Monte Carlo algorithms), the
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conjecture
Emagn

5 /T = S4/h̄ (8.222)

is literally equivalent to h̄ = aT (eq.(1)), as we have argued earlier on the basis of
plasma physics considerations.

Now we demonstrate the validity of the relation (8.222) by numerical computa-
tion. Figure (8.2) shows the absolute value square of the lattice-averaged Polyakov
line (the standard order parameter of lattice gauge theory) values – averaged over
many quantum Monte Carlo configurations (full squares) as a function of the 4-
dimensional lattice plaquette sum per plaquette g2S4. On the same plot the same
order parameter is shown as a function of the partial plaquette sum corresponding
to the magnetic energy ag2Emagn

5 after Hamiltonian equilibration on the classical
4-dimensional lattice, averaged over many points alongside a single evolution tra-
jectory at consecutive 5-th coordinate times (open diamonds). That these two sets
of points belong to the same (in the Coulomb plasma phase linear) scaling law,
supports our main conjecture.

Fig. 8.2 The order parameter, the absolute value square of the Polyakov line averaged over the
lattice and over many configurations is plotted against the 4 dimensional plaquette sum in the
classical Hamiltonian (open diamonds) and in the quantum Monte Carlo (full squares) simulations,
respectively. The scaling of these results coincides if E5/T = S4/h̄.

The reason that we do not plot the Polyakov line as usual, as a function of in-
verse coupling, is that different couplings belong to the 4 and to the 5-dimensional
simulation once h̄ = aT is valid. In fact the lines fitted to our simulation points do
not coincide unless we assume (8.222).

In order to offer a possibly more direct insight into the relation of 4 dimensional
quantum and 5 dimensional classical lattice U(1) theories we plot several points on
the complex Polyakov-line plane, both from 4 dimensional quantum Monte Carlo
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(right column) and from 5 dimensional classical Hamiltonian evolution (left column,
actually one single trajectory is plotted). The left and right parts of Fig.(8.3) belong
to different inverse couplings for the 4 and 5-dimensional cases, the correspondence
is made by selecting out pairs of simulations satisfying (8.222). The 5-dimensional
coupling actually does not play any important role; only the scaled energy content of
the configuration is related to it. Once it is given, the equipartition happens due to the
very same Hamiltonian evolution initially (not shown in the Figure). It governs the
chaotic trajectory, covering the same region of configurations as the one generated
by quantum Monte Carlo codes.

Now the correspondence between classical and quantum configurations is excel-
lent, both for the magnitude and for the phase of Polyakov lines. Some initial points
in the middle of the rings for overcritical couplings β4 = 1/g2

4 ≥ 1 are irrelevant;
they stem from an initial MC heating phase. The classical Hamiltonian evolution
also had an initial phase, equilibrating electric and magnetic field energy (in 5 di-
mensions their ratio is however not 1:1 but 2:3).

Fig. 8.3 Complex Polyakov line values from 4-dimensional quantum Monte Carlo simulation
(right column) and from 5-dimensional classical Hamiltonian equation of motion (left column)
at aEmag

5 = S4.

By studying 4-dimensional U(1) lattice gauge theory, it is demonstrated that the
mechanism of chaotic quantization - conjectured earlier on the basis of non-abelian
plasma physics - works in the practice for lattice gauge theory in 5-dimensional
classical form. The correspondence to the traditional 4-dimensional quantum Monte
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Carlo simulations is given by the general formula h̄ = aT , a formula encoding phys-
ical properties of the higher dimensional lattice and field configurations into the
Planck constant. This fact underlines the hope for a unified classical field theory of
gravity and standard particle physics, in particular for an explanation of standard
model parameters via the mechanism of chaotic quantization, as well as for getting
closer to an insight on the origin of Planck’s constant.

Finally we would like to address the question whether factorizing the Planck
constant would not mean to construct a hidden parameter theory. It is not necessarily
the case, since none of the laws of experimental quantum physics seem to be violated
by our results: the higher dimensional classical dynamics acts as Euclidean quantum
field theory in 4 dimensions in all respects. On the other hand the impossibility of a
hidden parameter is proved for local actions in a strict manner, while the existence
of a higher dimension allows for subtle non-local effects in the 4 dimensions of the
physical experience.

Of course, as anything referring to the Planck scale, the theory of chaotic quanti-
zation seems to be speculative at the first glance. What is – at least in principle – bet-
ter than in the case of fundamental string theory, that the autocorrelation time-scale,
τ ∼ σ/k2 may be effective at scales other, than the Planck length. From the known
experimental fact of the relative weakness of gravity coupling compared to standard
quantum field theories (QFT) g2

grav� g2
QFT, we conclude that the time scales beyond

which a phenomenon occurs to be quantum, and for shorter time observations not,
separates gravity from the rest of the standard particle physics:

τgrav� τobserv� τQFT.

As a consequence gravity behaves classically while the other three known interac-
tions according to quantum field theory.

Problems

8.1. Obtain the parity of the canonical spectral function by expressing ρAB(−ω).

8.2. Calculate the following sum rule for the canonical spectral function:

R =
∫ dω

2π
ρAB(ω).

8.3. Obtain an operator formula for the Wigner transform of a convolution.

8.4. Consider the ẍ+2Γ ẋ+ k2x = f (t) oscillator within a white noise environment,
〈 f (t)〉 = 0, and 〈 f (t) f (t ′) 〉= 4Γ T δ (t− t ′)/V . What is the correlator in the real-
time, 〈x(t)x(t ′)〉, and in the frequency representation, 〈x̃(ω)x̃(ω ′)〉, in the infrared
(k→ 0) limit?



Afterword

A physics book never ends. The cause of this fact lies only partially in the finiteness
of the number of pages a book may include; also the number of exciting questions
tends to grow steadily. It is like a very fine network, ramified in a rather complex
fashion. Writing about one or the other problem, its solution, the development of
logical concepts and conceptual ideas, very often receives echoes from unexpected
corners. Resonating to an idea there are some others, and then yet some further
burring questions emerge. This process never ends, so the end of a book must be set
artificially - no other way exists.

In the present book about challenges to the concept of temperature and some re-
lated quantities, like heat and entropy, dissipation an information, equilibrium and
motion, we have brought just a few highlights to attention. In order to lay founda-
tions for the understanding of the nature of these challenges we started with a review
of the measurement and interpretation of temperature - as it has been laid down in
classical thermodynamics. Already at this level it should have been clear that the
temperature as a concept and as a mathematical quantity has several connections,
it plays different roles in different parts of theoretical physics. It occurs as an em-
pirical, but yet universal scale associated to thermal equilibrium. It is derived from
a Lagrange multiplier used in counting for the energy conservation. Sometimes it
takes the form related to a derivative of the entropy - energy function; but some-
times a more general form. Moreover it can be related to statistical parameters of
the internal (originally atomic) motion; in a more general setup to a width property
of unknown dynamical agents – cited as ”noise” for brevity. All these facets sit on
the same diamond: These roles and definitions are interrelated.

The first – long known – challenge to this picture emerges from considering
systems with a sufficiently small number of degrees of freedom. In such cases the
equivalence between the different statistical ensembles is not working, the finite
number corrections can be appreciable. In a way in a small, or just ”mesoscopic”
closed system the entropy maximum with a given energy leads to equilibrium dis-
tributions resembling a spread of the inverse temperature parameter. Akin to this
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phenomenon is the idea of superstatistics, which assumes a probability distribution
of different temperatures on the top of the canonical description. As a dynamical
model, coupled stochastic evolution equations in a characteristic time-hierarchy ap-
proximation can explain such effects. Leaving the canonical paradigm of equilib-
rium distributions exponentially falling in the energy, the question arises towards a
possible generalization of the Gibbsean – Boltzmannian thermodynamics. We have
presented a particular approach to this by analyzing abstract composition rules and
their infinite repetitions. We have put an emphasis on indicating the possibility of
this type of generalizations everywhere in the discussion of the classical laws of
thermodynamics.

Classical thermodynamics is particularly challenged by the motion at relativis-
tic speed. While some aspects can be treated by exchanging the energy-momentum
relation of particles only, some other – like local and causal dissipation – need a
treatment in the framework of relativistic hydrodynamics. Surprisingly a classical
debate about the correct relativistic transformation formula for the absolute temper-
ature – already started by Planck and Einstein – can also be transparently analyzed
in this framework.

High acceleration offers a further challenge on thermal concepts. The Unruh ef-
fect, by the virtue of which a constant acceleration of a monochromatic wave is
observed by a far static observer as a black body radiation at a temperature propor-
tional to the acceleration – is most shocking. In relation with this an entropy can be
associated to event horizons around black holes and the zeroth, first and second law
of thermodynamics can be demonstrated. Moreover other horizons, namely a cos-
mological horizon, also behaves mathematically a similar way: a thermal looking
environment is created by non-trivial spacetime structures. This concept is carried
over to higher dimensional gravity theories describing – by the duality principle –
plasmas of strongly interacting matter.

Finally we have discussed the formal use of the inverse temperature in field the-
ory, where it becomes a period length in the imaginary time direction. This sounds
quite abstract and mathematical. However it does describe the proper thermal statis-
tics for free bosons and fermions, relating the different sign in the basic formula to
the different commutation property of the fundamental field operators. Furthermore
it opens up the possibility to treat the kinetic theory of heat and temperature on the
level of elementary quantum fields – possibly including quantum effects like off-
shellness (uncertainty) of particle states. We have shed a little light on the basics
of this. For closing this presentation we took reference to the path integral formal-
ism and the stochastic quantization method used in field theory: an intriguing, albeit
speculative analogy between a higher dimensional classical chaotic field theory and
the usual quantum field theory has been outlined. This study uncovered a further
possible role, which the temperature may play; it might be a factor in producing
Planck’s constant.
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We could have written, however, much more about7. Without any preference let
us see here a list of omitted topics: We left out the discussion of continuum ther-
modynamics, the problems with very slowly flowing material, like glasses or spin
glasses. From the field of material science the behavior of lattice faults, the time evo-
lution of dislocations and other deformations could have added some new aspects
to our perspective on near-equilibrium and far-equilibrium physics. The statistical
behavior of granular matter, different type of sandbox and avalanche models, or the
phenomenon of percolation and fragmentation – both on the solid state and on the
nuclear level – including jet-fragmentation as a particular type of hadronization in
high-energy collisions, also could have been mentioned.

Outgrowing from statistical studies of such self-similar dynamical systems the
”self-organizing criticality” and chaotic dynamics in general may have been touched
upon. Also the relatively recent development on the theory of random networks and
graphs with the power-law stationary distributions of node connectivity (causing
the ”small-world” effect) would have been a delicacy to discuss. To support the
need for a novel, presumably non-extensive approach to thermodynamics, models
and calculations from the field of econophysics, magnetic systems, earthquakes, cli-
mate changes or game theory and other social models would have served excellent.
Finally – in relation to the field theoretical treatment of thermal phenomena – also a
number of further speculations about an emerging quantum theory would have been
exciting to cite.

At the end we may summarize the contemporary challenges to the concept of
temperature as follows: The relevance of independent statistics expressed in factor-
izing marginal probabilities and the exclusive presence of short range interactions
cannot be guaranteed in a number of physical phenomena. Most characteristically a
too low number of degrees of freedom, or a time hierarchy between processes estab-
lishing detailed balance in some, but failing to achieve such a state in other variables,
create physical situations, where a generalization of the classical thermodynamics
is desired. Motion of whole bodies with relativistic speed or high acceleration also
challenges the belief that the temperature would be an intuitive, easily comprehen-
sible quantity in theoretical physics. Finally entanglement between statistical and
quantum effects in a really dynamical situation for drastic, short-time evolution of-
fers a possibility to re-think the interpretation of temperature in a fundamental way:
can it be related to the very structure of space and time? May it be behind the very
existence of quantum effects?

As to the question in the title of this book: There is a temperature. It is an un-
expectedly useful concept even in problems far from the realm of the classical ther-
modynamics. However, one has to be careful in relying on its classical derivation;
under given circumstances a generalization is necessary. It cannot just be used the
same way as in the classical context, the different physical roles, the variable called
”temperature” plays, all have to be carefully considered.

7 In fact originally we did have some plans to include more topics.





Solutions

Problems of Chapter 2

2.1 Convert by heart (and fast) the following temperature values between the Cel-
sius and Fahrenheit scales: 36oC, 27oC, 22oC, 100oC, 32oF , 64oF , 80oF , 71oF ,
451oF .

Temperatures given in Celsius grades have to be interpreted in groups of nine,
then shifted by +2 and re-interpreted as 16 Fahrenheit each. This way 36C→ 4→
6→ 96F and 27C → 3→ 5→ 80F . 22C is not readily dividable by 9, but it is
5 less than 27C. Since 5C is equivalent to about 9F , it follows that 22C is about
80− 9 = 71 F. 100C is about 99C meaning 11 in nonal system. Adding 2 it makes
13×16 F, which is about 160 plus three times 16 (about 50). This way 100C makes
about 210F .

32, 64 and 80 are multiples of 16 by 2, 4 and 5 respectively. The corresponding
centigrades are then multiples of 9 by 0, 2 and 3, giving 0, 18 and 27 C, respectively.
71F is 9 less than 80, so it is about 5 less than 27 in centigrades, i.e. 22C. Finally
451F is about 480−32 meaning 30−2 = 28 groups of 16. Shifting to centigrades
it is 28−2 = 26 groups of 9 resulting in 9×26 = 260−26 = 234C.

2.2 Derive Kirchhoff’s law from the equality of intensities of emitted and absorbed
radiation between two bodies in equilibrium.

Two bodies, labeled as 1 and 2, radiate and absorb energy. Let the intensity of the
energy current arriving to body 2 from body 1 be denoted by I+, the opposite (and in
equilibrium equal) intensity by I−. The respective emissivity coefficients are ε1 and
ε2, the absorptivity coefficients A1 and A2. The 1−Ai (i = 1,2) part of the incoming
radiations are reflected, these currents contribute to the total infalling intensities on
the respective bodies.

The intensities are hence related as
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I+ = ε1 +(1−A1)I−,

and
I− = ε2 +(1−A2)I+.

In equilibrium I+ = I− = I and the above system of linear equations leads to

ε1

A1
=

ε2

A2
= I.

This proves that the ratio ε/A is independent of the material quality of the bodies
equilibrating by radiation. This is the essence of Kirchhoff’s law.

2.3 Using Wien’s law determine the wavelengths of maximal intensity for the Sun’s
surface, for a light bulb, for the human body and for the cosmic microwave back-
ground.

Following Wien’s law the wavelength of intensity maximum is at h̄ω/kBT = 3
giving λ = h/3kBT ≈ 2.897 mmoK. This relates roughly T = 1000 oK to λ = 3 µm.
The visible surface of the Sun has a temperature around T = 6000 oK, resulting in
λ = 500 nm. In fact biologically evolved eyes on the Earth are most sensitive near to
this wavelength. A common light bulb glows at the temperature T = 1500 oK. The
corresponding wavelength is λ = 2000 nm, giving more power in the infrared than in
the visible spectrum. Warm blood animal bodies maintain a temperature around 36
oC, about 300 oK. The radiation power is maximal at λ = 10 µm, well in the infrared
range. This fact is utilized by ”night seeing” devices. Finally the cosmic microwave
background has a temperature of around 3 oK. The corresponding wavelength is
λ = 1 mm.

2.4 What is the average energy carried by a photon in thermal radiation according
to Planck’s law, according to Wien’s law and according to a Raleigh-Jeans law cut
at the maximal frequency of Wien’s formula?

The differential frequency distribution of photons is described by Planck’s law
(and by its low- and high-frequency limits in case of Raleigh-Jeans and Wien, re-
spectively):

f (ω)dω =
ω2dω

eh̄ω/kBT −1
−→


kBT

h̄ ωdω

ω2e−h̄ω/kBT dω

The maximal intensity according to Wien’s displacement law is at ωmax = 3kBT/h̄.
The average frequency is given by

ω̄ =

∞∫
0

ω f (ω)dω

∞∫
0

f (ω)dω

.
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Expanding Planck’s formula as a geometrical series,

1
ex−1

=
∞

∑
n=1

e−nx,

we deal with a series of integrals with powers and exponentials of ω . The generic
integral looks like

∞

∑
n=1

∞∫
0

xke−nxdx =
∞

∑
n=1

k!
nk+1 = k!ζ (k +1),

containing Riemann’s zeta function ζ (k). The average frequency by the Planck’s
law becomes

ω̄ =
kBT

h̄
3!ζ (4)
2!ζ (3)

≈ 3T
kB

h̄
1.0823
1.2021

.

In kB = c = h̄ = 1 units ω̄ ≈ 2.7T .

Wien’s approximation keeps the n = 1 term from the series only by using the
exponential Boltzmann factor instead of Planck’s law. The average frequency is
equal to the one where the intensity is maximal, according to his displacement law:

ω̄W =
kBT

h̄
3!
2!

= 3T
kB

h̄
.

Finally the Raleigh-Jeans formula cannot be integrated up to infinite frequencies,
the integrals being divergent (this is called the ”ultraviolet catastrophe”). Making
the cut instead at xmax = h̄ωmax/kBT = 3 one obtains

ω̄RJ =
kBT

h̄

xmax∫
0

x2dx

xmax∫
0

xdx
=

2
3

ωmax,

resulting in ω̄ = 2kBT/h̄.

Problems of Chapter 3

3.1 Prove the two leading orders in the Stirling formula for lnN!.

Due to the recursive property of factorial, (N + 1)! = (N + 1)N!, its logarithm,
SN = lnN! satisfies

SN+1−SN = ln(N +1).

Comparing this with the rule for (N−1) and subtracting we get
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SN+1 +SN−1−2SN = ln
(

1+
1
N

)
≈ 1

N

in the large N limit. Considering now the N→ ∞ limit the above recursion formula
can be approximated by a differential equation

d2S
dx2 =

1
x
.

The solution of this equation with the conditions S(0) = 0, S′(0) = 0 is

S(x) = x(lnx−1) ,

leading to the large N estimate we were after.

3.2 Determine the occupation probabilities for three states having zero, one and two
quanta of the energy ε by excluding all other states. The average energy is fixed to
be ε̄ .

Following the general discussion of the canonical BG distribution the probabili-
ties are given as

wn =
e−βεn

∑n e−βεn
.

In the present case we have n = 0,1 and 2 states only with the energies ε0 = 0,
ε1 = ε and ε2 = 2ε . This leads to the following relation between the average energy
and the temperature kBT = 1/β :

ε̄ = ε
e−βε +2e−2βε

1+ e−βε + e−2βε
.

The temperature can be obtained by inverting this relation.

Formally for ε̄ > ε the solution is at negative absolute temperature (β < 0) re-
flecting the so called ”inverse population” of energy levels. Clearly such a value can
only be reached if the double energy states are populated more than the ones with
single quantum. In fact all probability ratios

wn+1

wn
= e−βε ,

are less than one for β being positive and more than one for β negative. The av-
erage energy per the energy quantum, ε̄/ε , is exactly one at β = 0, i.e. at infinite
temperature.

3.3 Determine the grand-canonical equilibrium distribution for a fractionally fermi-
onic-bosonic system: maximum the fraction qN can be in an indistinguishable state
of K states.
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The number of distinguishable macrostates is given by

W =
(

K +qN
N

)
.

The entropy per level function in the K → ∞ limit with fixed N/K = p (in kB = 1
units) becomes

σ(p) = (1+qp) ln(1+qp)− p ln p− (1+(q−1)p) ln(1+(q−1)p).

Its derivative with respect to p equals to lnx = (ε−µ)/T . We obtain

(1+qp)q

p(1+(q−1)p)q−1 = x.

This means (1+ p)/p = x for q = 1 leading to the Bose, and (1− p)/p = x for q = 0
leading to the Fermi distribution. It is interesting that for q = 1/2 not the Boltzmann
distribution emerges, but

(1+ p/2)1/2

p(1− p/2)−1/2 =

√
1− p2/4

p
= x

leading to

p =
1√

x2 +1/4
.

The BG distribution would be p = 1/x, in fact for large x any of the q-on formulas
leads to this result. We note that at x = 1 the Fermi surface is located where ε = µ .
The p = 1 value at x = 1 is achieved for q∗ ≈ 0.5628.

3.4 Prove the generalized Markov inequality (3.52).

The partial measure of x values satisfying the constraint f (x)≥ t is given by

Pf (t) =
∫

f (x)≥t

dµ(x).

Multiplying this integral by g(t) and using its monotonic rising property, under the
above constraint g( f (x))≥ g(t) is fulfilled. We estimate∫

f (x)≥t

g(t)dµ(x)≤
∫

f (x)≥t

g( f (x))dµ(x).

Now, since both the PDF, dµ(x) = p(x)dx, and the test function, g(t) are non-
negative, the restricted integral on the right hand side is smaller or equal to the
integral over all possible values of x:
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f (x)≥t

g( f (x))dµ(x)≤
∫

x∈X

g( f (x))dµ(x).

A division by g(t) 6= 0 delivers the Markov inequality

Pf (t)≤
1

g(t)

∫
x∈X

g( f (x))dµ(x) =
〈g( f (x)) 〉

g(t)
.

3.5 What is the distribution of energy differences in an ideal Maxwell-Boltzmann
gas?

Fig. 8.4 The distribution of scaled energy difference, x = (E1 − E2)/kBT , in a Maxwell-
Boltzmann ideal gas. The fifty per cent integrated probability is between the vertical dotted lines.

Using scaled variables, x = E/kBT , the MB distribution in terms of individual
energies is an Euler-Gamma distribution with the power n = 3/2. The distribution
of a given difference, x = x1− x2, is defined with the help of Dirac’s delta function:

P(x) =
∫

dx1

∫
dx2 w(x1)w(x2)δ (x1− x2− x).

Making use of the Fourier expansion of the Dirac delta one obtains
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P(x) =
∞∫
−∞

dk
2π

e−ikx
〈

eikx1
〉 〈

e−ikx2
〉

.

The individual energy distributions, w(xi) are given by

w(xi) =
1

Γ (n)
xn−1

i e−xi ,

so their characteristic function is〈
eikxi

〉
=

1
Γ (n)

∞∫
0

xn−1
i e−xieikxidxi =

1
(ik−1)n .

The distribution of differences is hence given by the Fourier integral

P(x) =
∞∫
−∞

dk
2π

e−ikx 1
(1+ k2)n .

The result of this integration for n = 3/2 is

P(x) =
1
π
|x| K1(|x|),

with the K1 Bessel function. As it can be inspected on the figure below, the most
probable is to find two molecules with the same energy in an MB gas. The 50% level
of the integrated probability is for energy differences less than 0.941kBT , indicated
by the vertical dotted lines.

3.6 The Jensen inequality,
N

∏
i=1

api
i ≤

N

∑
i=1

piai

for all ai > 0, pi ∈ [0,1] and ∑i pi = 1 is the generalization of the traditional inequal-
ity between the geometric and arithmetic means. Prove this inequality. What does it
say for the information entropy?

First we consider the N = 2 case. Let it be p1 = p, p2 = 1− p and

a1

a2
= (1+ x)1/p.

We assume a1 > a2, otherwise exchange the roles of indices and p with 1− p. Due
to this assumption x > 0 and by construction 1/p ≥ 1. The Jensen inequality for
N = 2 states that

ap1
1 ap2

2 = (1+ x)a2 ≤ p1a1 + p2a2 = p(1+ x)1/pa2 +(1− p)a2.
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Dividing this by a2 > 0 and denoting w = 1/p one obtains

1+ x≤ p(1+ x)w +1− p

which after rearrangement and division by p > 0 becomes

1+wx≤ (1+ x)w.

This is true for any w > 1 and x > 0, so the original inequality is also true.

Now we generalize the N = 2 result for arbitrary N by induction. Denoting the
generalized geometrical mean of N ai values by GN and the arithmetic mean by
AN we prove the Jensen inequality for N factors while assuming that it is true for
N −1 and for 2. The geometrical mean can be written as

GN = apN
N ·G1−pN

N −1 ,

since
N −1

∑
i=1

pi = 1− pN ,

and in order to satisfy the normalization in the expression for

GN −1 =
N −1

∏
i=1

ap̃i
i

the scaled powers,
p̃i =

pi

1− pN
,

have to be used. The above expression for GN itself is a generalized geometrical
mean for two factors, so according to our previous proof

GN ≤ pN aN +(1− pN )GN −1.

In this the term GN −1 can be further estimated from above by the inductive assump-
tion that the Jensen inequality is valid for N −1. This leads to

GN ≤ pN aN +(1− pN )
N −1

∑
i=1

p̃iai,

what in turn – using the scaling factor in the definition of the p̃i – simply equals to
the generalized arithmetic mean of N factors. Therefore

GN ≤
N

∑
i=1

piai = AN ,

completing the proof.
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Taking the logarithm of the Jensen inequality one achieves

N

∑
i=1

pi lnai ≤ ln
N

∑
i=1

piai.

Applying this formula for the special case ai = 1/pi the following estimate arises

ς =
N

∑
i=1

pi ln
1
pi
≤ ln

N

∑
i=1

pi
1
pi

= lnN .

Finally this means ς ≤ lnN , the equality being fulfilled when all ai terms are the
same. In case of the BG entropy formula it means equipartition.

3.7 Second Law and Life
By thermal equilibration between two subsystems the colder heats up and the
warmer body cools down until a common temperature is achieved. How is it possible
then, that on the Earth, while steadily gaining energy from the hotter Sun, entropy
is virtually reduced by the spontaneous evolution of highly improbable - as highly
correlated - structures, shortly named Life.

The key to the solution is to observe that three bodies are involved: the Sun, the
Earth and Space. Denoting the reciprocal temperatures by βi = 1/Ti and the energies
by Ei, the Second Law demands that

dS = β1dE1 +β2dE2 +β3dE3 ≥ 0,

while the system is energetically closed for these three bodies:

dE1 +dE2 +dE3 = 0.

Owing to the fact that the Sun cools, the outer Space takes energy, while the
Earth cools or has constant energy, dE1 < 0, dE2 ≤ 0 and dE3 > 0. Introducing
the parameter λ with values between zero and one, we have dE1 = −λdE3 and
dE2 =−(1−λ )dE3. The total entropy balance,

dS = (−λβ1− (1−λ )β2 +β3)dE3 ≥ 0,

translates to the following inequality:

(β3−β2)+λ (β2−β1)≥ 0.

This is fulfilled for arbitrary positive λ if β3 > β2 > β1, or expressed by the absolute
temperatures if T3 < T2 < T1. In this setting dS2 = β2dE2 ≤ 0, so the reduction of
Earth’s entropy is perfectly in accordance with the Second Law of Thermodynamics.
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Problems of Chapter 4

4.1 Prove the rule for the Pascal triangle,(
k
n

)
=
(

k−1
n

)
+
(

k−1
n−1

)
.

It can be proved by using the definition of the binomial coefficient. One has(
k
n

)
=

k!
n!(k−n)!

=
k

n(k−n)
(k−1)!

(n−1)!(k−1−n)!

The first factor can be split as a sum

k
n(k−n)

=
1
n

+
1

k−n

whence(
k
n

)
=
(

1
n

+
1

k−n

)
(k−1)!

(n−1)!(k−1−n)!
=
(

k−1
n

)
+
(

k−1
n−1

)
.

The Pascal triangle rule also can be proved by considering the identity

(a+b)k = (a+b)k−1(a+b)

and the expansion

(a+b)k =
k

∑
n=0

wn,kanbk−n,

denoting the binomial coefficient ”k over n” by wn,k. Considering now

k−1

∑
n=0

wn,k−1anbk−1−n(a+b) =
k−1

∑
n=0

wn,k−1an+1bk−1−n +
k−1

∑
n=0

wn,k−1anbk−n

one redefines the running index from n to n−1 in the first sum and obtains

k−1

∑
n=0

wn,k−1anbk−1−n(a+b) =
k−1

∑
n=1

wn−1,k−1anbk−n +
k−1

∑
n=0

wn,k−1anbk−n.

Comparing finally the general coefficients of the terms anbk−n one concludes that

wn,k = wn,k−1 +wn−1,k−1.
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4.2 What is the Pascal triangle-like recursion rule for the probabilities in the
Bernoulli distribution?

The formula for the Bernoulli distribution is given as

Pn,k =
(

k
n

)
f n(1− f )k−n.

Using the Pascal triangle rule it splits to a sum(
k
n

)
f n(1− f )k−n =

((
k−1

n

)
+
(

k−1
n−1

))
f n(1− f )k−n

therefore
Pn,k = (1− f )Pn,k−1 + f Pn−1,k−1.

This is a weighted Pascal rule with the average hole and particle occupation rates.

4.3 What is the Pascal triangle-like recursion rule for the probabilities in the hyper-
geometric distribution?

We transform the hypergeometric probability times the normalization factor:(
K
N

)
Pn,k,N,K =

(
k
n

)(
K− k
N−n

)
=
((

k−1
n

)
+
(

k−1
n−1

))(
K− k
N−n

)
.

The two summands can be reinterpreted as(
k−1

n

)(
K− k
N−n

)
+
(

k−1
n−1

)(
K− k
N−n

)
=

(
K−1

N

)
Pn,k−1,N,K−1 +

(
K−1
N−1

)
Pn−1,k−1,N−1,K−1.

Finally one observes that(
K−1

N

)
(

K
N

) =
(K−1)!

N!(K−1−N)!
K!

N!(K−N)!

=
K−N

K
= 1− f̄

and (
K−1
N−1

)
(

K
N

) =
(K−1)!

(N−1)!(K−N)!
K!

N!(K−N)!

=
N
K

= f̄ .

Using this information we conclude that
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Pn,k,N,K = (1− f̄ )Pn,k−1,N,K−1 + f̄ Pn−1,k−1,N−1,K−1.

4.4 What is the recursion rule for the probabilities in the bosonic Bernoulli distri-
bution?

The bosonic Bernoulli probability is

Bn,k =
(

k +n
n

)
f n(1+ f )−n−k−1.

Using Pascal’s rule it is split as

Bn,k =
(

k−1+n
n

)
f n(1+ f )−n−k−1 +

(
k +n−1

n−1

)
f n(1+ f )−n−k−1.

The terms are reinterpreted:

Bn,k =
1

1+ f
Bn,k−1 +

f
1+ f

Bn−1,k.

Note that the last term is also on the k-th level, not on the (k− 1)-th. It means that
an actual element is the weighted sum of the left in the same row and the right one
above. Since for bosons n > k is possible, the probabilities fill infinite stripes instead
of a triangle.

4.5 Derive the generating function Z(γ) for the bosonic occupation probability,
given in equation (4.50).

The generating function is defined by

Z(γ) = 〈 eγn 〉=
∞

∑
n=0

Bn,kenγ ,

with the distribution

Bn,k =
(

k +n
n

)
f n(1+ f )−n−k−1.

This gives rise to the infinite sum representation

Z(γ) = (1+ f )−k−1
∞

∑
n=0

(k +n)!
k!

xn

n!

with x = f eγ/(1+ f ). We compare this sum with the Taylor expansion

(1− x)−k−1 = 1+(k +1)x+
1
2
(k +1)(k +2)x2 + . . .

and realize that this is the same infinite sum. Therefore
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Z(γ) = (1+ f )−k−1
(

1− f
1+ f

eγ

)−k−1

= (1+ f − f eγ)−k−1 .

4.6 Determine the double generating function,

ZP(γ,α, f ) =
∞

∑
n=0

∞

∑
k=0

Pn(k; f )eγn eαk

for the negative binomial distribution Pn(k; f ). It plays the role of the partition func-
tion in the pressure ensemble.

We use the integral representation

Pn(k; f ) =
∞∫

0

(x f )n

n!
e−x f xk

k!
e−x dx

to obtain

ZP(γ,α, f ) =
∞∫

0

∞

∑
n=0

(x f eγ)n

n!
e−x f

∞

∑
k=0

(xeα)k

k!
e−x dx.

Carrying out the summations, both lead to a respective exponential:

ZP(γ,α, f ) =
∞∫

0

ex f (eγ−1) ex(eα−1)) dx.

It remains a simple integral of the exponential function. The final result is given by

ZP(γ,α, f ) =
1

(1− eα)+ f (1− eγ)
.

4.7 Find a transformation formula between the fermionic and bosonic type Bernoulli
distributions.

The transformation formula relies on the following property of the negative bi-
nomial: (

k +n
n

)
= (−1)n

(
−k−1

n

)
.

Applying this to the bosonic Bernoulli distribution,

Bn(k, f ) =
(

k +n
n

)
f n(1+ f )−k−n−1,

one gets

Bn(k, f ) =
(
−k−1

n

)
(− f )n(1− (− f ))(−k−1)−n = Fn(−k−1,− f ).
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Is is easy to see that the inverse transformation is given by

Fn(k, f ) = Bn(−k−1,− f ).

So the transformation k→−k−1, f →− f interchanges the bosonic and fermionic
Bernoulli distributions.

It is another question that what can be the physical meaning of a negative number
of slots for a positive number of quanta, and a negative average occupancy rate.
Inspecting the formulas (4.36) for fermions and (4.48) for bosons distributed in
respective subsystems of slots, the above negative binomial formula leads to the
transformation property:

Bn(k;N,K) = Fn(−k−1;N,−K−2), Fn(k;N,K) = Bn(−k−1;N,−K−2).

The transformations k→−k−1 and K→−K−2 transform these two distributions
into each other. We note that the expressions k(k + 1) and K(K + 2) are invariants
of this statistically ”supersymmetric” transformation. The negative number of slots
can be interpreted as an ”over-occupation”, as a waiting queue for slots.

4.8 Estimate the magnitude of energy fluctuations near to thermal equilibrium for
the non-extensively modified black body radiation, described by the equation of
state

S(E,V ) =
4
3

σ
1/4V

(
L(E)

V

)3/4

.

Assuming L(E) = 1
a ln(1 +aE) with a small parameter a > 0, how do these fluctu-

ations behave with a?

Following the general recipe presented in chapter 4 we obtain the first and second
derivatives of the entropy function.

∂S
∂V

=
1
3

σ
1/4
(

L(E)
V

)3/4

=
p
T

defines the pressure in equilibrium, while from

∂S
∂E

= σ
1/4
(

L(E)
V

)−1/4

L′(E) =
L′(E)

T

we obtain the temperature, T = (L(E)/σV )1/4. It follows

L(E) = σV T 4,

and

p =
1
3

σT 4 =
1
3

L(E)
V

.

In this approach the role of energy density is played by ε = L(E)/V .
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We use the above relations to simplify expressions occurring in the second
derivatives. With respect to the volume we obtain

∂ 2S
∂V 2 =− 3

4V
p
T

=− L(E)
4V 2T

.

The mixed second derivative becomes

∂ 2S
∂V ∂E

=
1

4V
∂S
∂E

=
L′(E)
4V T

,

and the second derivative with respect to the energy

∂ 2S
∂E2 =

1
T

(
L′′(E)− L′(E)L′(E)

4L(E)

)
.

Utilizing all these second derivatives the coefficient ”metric” tensor in the expansion
of the entropy around its maximum becomes

g =
1
T

(
−L′′+L′L′/4L, −L′/4V
−L′/4V, L/4V 2

)
Its determinant is

detg =− LL′′

4V 2T 2

and the inverse matrix is given by

g−1 = T
(
−1/L′′, −V L′/LL′′

−V L′/LL′′, 4V 2/L−V 2L′L′/L2L′′

)
This gives rise to the following expectation values for squared fluctuations:〈

∆E2 〉=− T
L′′(E)

,

〈∆E∆V 〉=−V
T

L′′(E)
L′(E)
L(E)

,

〈
∆V 2 〉= 4

TV 2

L(E)
−V 2T

L′(E)L′(E)
L(E)L′′(E)

.

We note that energy density ε = L(E)/V has the fluctuation

∆ε = ∆
L(E)

V
=

1
V

(
L′(E)∆E− ε∆V

)
.

With the help of this relation we obtain〈
∆ε

2 〉=
4T
V

ε.
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The characteristic fluctuations in the energy density scale like the inverse square
root of the total volume V at a given temperature.

For the special energy function given,

L(E) =
1
a

ln(1+aE) = V ε

and we have
L′(E) =

1
1+aE

and
L′′(E) =− a

(1+aE)2 .

This gives rise to the following expectation values〈
∆E2 〉=

T
a

e2aεV ,

〈∆E∆V 〉= T
aε

eaεV ,

〈
∆V 2 〉=

T
aε2 (1+4aεV ) .

Expressed in this form one realizes, that the squared energy fluctuations at a given
temperature, and consequently at a given energy density ε , grow more rapidly than
linear with the volume. This exponential growth is due to the use of the particu-
lar formula for L(E). Finally we note that for too large fluctuations the Gaussian
approximation utilized here is no more sufficient, so the above results are only ap-
proximate.

Problems of Chapter 5

5.1 Derive the general result (5.17) by executing the integration (5.16) and substi-
tuting into the formula (5.15). What can one tell about the limits D→ 0 and C→ 0?

The first key step is to observe that the linear expression K1(p) contains the
derivative of the second order form K′2(p) = 2(Cp−B):

K1(p) = F−Gp =− G
2C

K′2(p)+F− B
C

G.

we use the abbreviation α = BG/C−F . The argument of the exponential in (5.15)
becomes

L(p) =
p∫

0

dq
K1(q)
K2(q)

=−α

p∫
0

dq
K2(q)

− G
2C

p∫
0

dq
K′2(q)
K2(q)

.
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It is straightforward to evaluate the second integral, the first we denote by I(p). By
doing so we have

L(p) =−α I(p)− G
2C

ln
K2(p)
K2(0)

,

and using equation (5.15) the stationary detailed balance distribution

f (p) = f (0)
(

1− 2B
D

p+
C
D

p2
)−1−G/2C

e−αI(p).

We are left with task to evaluate

I(p) =
p∫

0

dq
K2(q)

.

In order to achieve this, one considers the zeros of K2(p). From

K2(p) = D−2Bp+Cp2 = c(p− p+)(p− p−)

follows
p± =

B± iϑ
C

with ϑ =
√

DC−B2. The integral I(p) with these notations becomes

I(p) =
p∫

0

C dq
(Cq− p+)(Cq− p−)

=
1

2iϑ
ln

1− p/p+

1− p/p−
.

This expression contains the logarithm of a ratio between a complex number and
its complex conjugate. This way it is an angle whose tangent is the ratio of the
imaginary to the real part. As an intermediate step we obtain

p
p±

=
Cp

B± iϑ
=

Cp
B2 +ϑ 2 (B∓ iϑ) =

p
D

(B∓ iϑ).

Using this we obtain

I(p) =
1

2iϑ
ln

D−Bp+ iϑ p
D−Bp− iϑ p

=
2iϕ
2iϑ

,

with
tanϕ =

ϑ p
D−Bp

.

Our final result is hence
I(p) =

1
ϑ

atn
ϑ p

D−Bp
,

and the stationary distribution
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f (p) = f (0)
(

1− 2B
D

p+
C
D

p2
)−1−G/2C

e−
α

ϑ
atn ϑ p

D−Bp .

With no cross correlation B = 0, and the above result simplifies to

f (p) = f (0)
(

1+
C
D

p2
)−1−G/2C

e
F
D

√
D√
C

atn(p
√

C√
D

)
.

With vanishing mean value of the additive noise (no driving force) one has F = 0
and the stationary distribution is a pure cut power-law:

f (p) = f (0)
(

1+
C
D

p2
)−1−G/2C

.

The C → 0 limit of this expression, upon using Euler’s formula, is the classical
Gaussian

f (p) = f (0)e−
G
2D

p2
2m .

The ϑ = 0 is the degenerate case. The two roots of the second order expression
K2(p) coincide and the inverse tangent function can be approximated by its argu-
ment. The stationary distribution is given by

f (p) = f (0)
(

1− p
pm

)−2−G/C

e
F−Gpm

Dpm
p

pm−p ,

with pm =
√

D/C. Only the values p ≤ pm and F ≤ Gpm are meaningful in this
case. At p = pm the probability density f (p) becomes zero.

5.2 Consider the expectation value of the Taylor expansion with a Gauss-distributed
deviation. What could be the next term continuing the construction recipe for
Fisher’s entropy?

We use a normal Gauss-distributed variable, z:

P(z) =
1

κ
√

2π
e−z2/2κ2

.

The odd powers of z have vanishing expectation value, 〈z2k+1〉 = 0, while the even
powers amount to 〈z2k〉= (2k−1)!!κ2k. Here the double exclamation mark denotes
the product of odd numbers only. The expectation value of the exponential func-
tion, represented by its infinite Taylor series, contains only contributions with even
power: 〈

eβ z
〉

=
∞

∑
n=0

β n

n!
〈 zn 〉=

∞

∑
k=0

(2k−1)!!
(2k)!

β
2k

κ
2k.
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Considering now that the factorial product of numbers up to 2k contains all the odd
numbers up to (2k−1) and k times the factor of 2 besides the numbers from 1 to k,
one realizes that (2k)! = 2k(2k−1)!!k!. Substituting this relation into the above one
arrives at the short and elegant result,〈

eβ z
〉

= eβ 2κ2/2.

As a last step we apply this result to the Taylor expansion formula and obtain

〈 f (a+ z) 〉=
〈

ez ∂

∂a f (a)
〉

= e
κ2
2

∂2

∂a2 f (a).

The leading terms of this Gauss-averaged Taylor expansion are

〈 f (a+ z 〉 ≈ f (a)+
κ2

2
∂ 2

∂a2 f +
κ4

8
∂ 4

∂a4 f .

Applying this result to the construction of Fisher entropy from the BGS formula,
the fourth order term,

S4 =
κ4

8

∫
f ∇

4(− ln f )dΓ ,

becomes quite involved when expanded in terms of ∇ f . Therefore it has no high
value for a practical use.

5.3 What is the asymptotic rule to Einstein’s velocity addition rule:

u⊕ v =
u+ v

1+uv/c2 ?

The asymptotic rule to Einstein’s velocity addition formula is itself. One way to
prove this is to check associativity:

h(h(u,v),w) =
h(u,v)+w

1+wh(u,v)/c2 =
u+v

1+uv/c2 +w

1+w u+v
c2+uv

.

After multiplying numerator and denominator by (c2 +uv) this fraction becomes

h(h(u,v),w) =
c2(u+ v+w)+uvw
c2 +uv+wu+wv

.

In this form u, v and w are arranged symmetrically, so this expression could have
been derived by starting with any permutation of them. This means that

h(h(u,v),w) = u⊕ v⊕w = h(u,h(v,w)).

Another way is to utilize the scaling equation for asymptotic rules: We have
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h′2(u,0) = 1−u2/c2 and therefore the formal logarithm is given by

L(u) =
u∫

0

dz
1− z2/c2 = cArth

u
c
.

This quantity is the rapidity, additive by Lorentz-transformations. The asymptotic
rule is given by

ϕ(u,v) = L−1 (L(u)+L(v)) =
u+ v

1+uv/c2 ,

which is the original Einstein-rule.

5.4 Is the following rule associative?

x⊕ y = x+ y+
a

1
x + 1

y

The non-additive part can easily be casted into the form

a
1
x + 1

y

= a
xy

x+ y
.

Since for the rule h(x,y) = x + y + axy/(x + y) the derivative h′2(x,0) = 1 + a is
constant, the asymptotic rule is the simple addition, ϕ(x,y) = x + y. It differs from
the original rule, so that one is not associative.

5.5 Obtain the formal particle-hole correspondence for the deformed Fermi and
Bose distributions:

fa(x) =
1

ea(x)+1
, and ga(x) =

1
ea(x)−1

.

What replaces the known results, f0(−x) = 1− f0(x) and −g0(−x) = 1+g0(x) for
general values of the parameter a?

Since 1/ea(x) = e−a(−x), one obtains

1− fa(x) =
ea(x)

ea(x)+1
=

1
e−a(−x)+1

= f−a(−x)

for the extension of the Fermi distribution and

1+ga(x) =
ea(x)

ea(x)−1
=

1
1− e−a(−x)

=−g−a(−x)

for that of the Bose distribution. The known results for a = 0 generalize so that
besides the x→−x replacement also a→−a is required.
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5.6 What is the canonical energy distribution with an additive energy and the fol-
lowing entropy composition rule?

S12 = S1

√
1+a2S2

2 +S2

√
1+a2S2

1.

The composition rule h(x,y) = x
√

1+a2y2 + y
√

1+a2x2 is of Kaniadakis type,
the corresponding formal logarithm is given by La(x) = 1

a Arsh(ax). The entropy is
therefore given as

S = ∑
i

wi
1
a

sinh
(

a ln
1
wi

)
=

1
2a ∑

i

(
w1−a

i −w1+a
i
)
.

The canonical maximization problem,

S−α ∑
i

wi−β ∑
i

wiEi = max.

leads to the following equation for the probability wi of having energy Ei:

1
2a

[
(1−a)w−a

i − (1+a)wa
i
]
= α +βEi.

This is a second order algebraic equation for wa
i , which should be a quantity less

than one for a > 0. Denoting α +βEi by X , this solution is given by

wi =

(√
1−a2 +a2X2−aX

1+a

)1/a

.

For large energies it is power-law:

lim
X→∞

wi =
(

1−a
2aX

)1/a

= K X−1/a.

5.7 Obtain the canonical energy distribution for the following class of pairwise
energy composition rule:

E1⊕E2 = E1 +E2 +
a
2
(E1 +E2)2.

The energy composition rule

h(x,y) = x+ y+
a
2

(x+ y)2

leads to h′2(x,0) = 1+ax. This way the asymptotic rule is the Tsallis rule, ϕ(x,y) =
x+ y+axy, and the canonical entropy maximization principle becomes
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∑
i

wi ln
1
wi
−α ∑

i
wi−β ∑

i
wi

1
a

ln(1+aEi) = max.

Its derivative with respect to wi leads to

− lnwi−1−α− β

a
ln(1+aEi) = 0,

resulting in a power-law tailed energy distribution

wi = K (1+aEi)
−β/a

with an appropriate constant factor K.

5.8 Verify that the Rényi entropy is additive for factorizing probabilities.

The Rényi entropy,

S =
1

1−q
ln∑

i
wq

i ,

applied to factorizing (uncorrelated) joint probabilities, pi j = wiv j gives

S12 =
1

1−q
ln∑

i
∑

j
pq

i j =
1

1−q
ln

(
∑

i
wq

i

)(
∑

j
vq

j

)
,

which is additive due to the same property of the natural logarithm, ln.

5.9 Construct a composition rule which does not have a thermodynamical limit.

It is sufficient to consider a composition rule with divergent h′2(x,0), e.g. h(x,y)=
x+ y+a ln(xy) for this purpose. In such a case the formal logarithm degenerates to
zero and no asymptotic rule can be obtained by the standard procedure. However,
using a small y value instead of zero, the calculation still can be done, and it leads to
the addition as asymptotic rule in this case. Another possibility would be to consider
a rule which cannot be differentiated with respect to y, e.g. h(x,y) = sign(x− y).

5.10 Compare the Rényi and Tsallis entropy formulas for binary events, p1 = p,
p2 = 1− p. Discuss the location and value of maximum and the convexity.

The Tsallis entropy with the parameter a = 1−q is given as

ST =
1
a

(
p1−a +(1− p)1−a−1

)
.

Here we use kB = 1 units. The first derivative with respect to p,

∂ST

∂ p
=

1−a
a

(
p−a− (1− p)−a) ,
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Fig. 8.5 The Rényi (left) and Tsallis (right) entropy formula applied to binary events. The Rényi
entropy is additive and its maximal value is always 1 bit (kB ln2). The Tsallis entropy is convex for
all sensible values of the entanglement-deformity parameter, a < 1, while the Rényi entropy shows
this property only for a ∈ (−1,1). (The curves from the top to the bottom belong to a = 1, 0.5, 0,
−1, −2 and −10.)

vanishes at p = 1− p = 1/2. The extremal value of the Tsallis entropy depends on
the parameter a:

Sextr
T =

1
a

(
2a−1 +2a−1−1

)
=

2a−1
a

.

Its second derivative,

∂ 2ST

∂ p2 = (a−1)
(

p−a−1 +(1− p)−a−1) ,
is negative for every p ∈ (0,1) provided a < 1 (q > 0).

The Rényi entropy can be obtained as the formal logarithm of the Tsallis one,

SR =
1
a

ln(1+aST ) .

The first derivative,
∂SR

∂ p
=

1
1+aST

∂ST

∂ p

vanishes at the same probability, p = 1/2, where ST did. Its extremal value is given
as

Sext
R = ln2

independently of the parameter a. The second derivative has two contributions

∂ 2SR

∂ p2 =− a
(1+aST )2

(
∂ST

∂ p

)2

+
1

1+aST

∂ 2ST

∂ p2 .

After some algebra it can be casted into the following form
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∂ 2SR

∂ p2 =
(a−1)p−a(1− p)−a

(1+aST )2 ·

·
[

1
a

((
p

1− p

)a

+
(

1− p
p

)a

−2
)

+
(

p
1− p

+
1− p

p
+2
)]

.

For further simplification it is useful to introduce a new variable, by p = ret and
1− p = re−t . Due to the normalization 2r cosh(t) = 1. On the other hand(

p
1− p

)n

+
(

1− p
p

)n

± 2 =
(
ent ± e−nt)2

.

This leads to the final result

∂ 2SR

∂ p2 =
4(a−1)cosh2(t)
cosh2((a−1)t)

[
sinh2(at)

a
+ cosh2(t)

]
with

t =
1
2

ln
p

1− p
.

For a > 1 this expression is positive, the entropy would have a minimum, not a
maximum. This property is shared by the Tsallis entropy. For having a maximum
a < 1 (q > 0) is required. On the other hand for a <−1 (q > 2) there are probabilities
for which the Rényi entropy may not be convex, S′′R > 0 occurs. This depends on the
sign of the expression in the square brackets above. Setting a = −n the inflection
points, t =±ti, satisfy

cosh(ti) =
1√
n

sinh(nti).

This is a transcendent equation with no analytic solution, but numerically it is easy
to handle. For large n (large positive q = n+1) the inflection points shrink towards
the equipartition point t = 0, as t ∼± lnn/2(n−1).

5.11 Calculate the pressure for a massless ideal Boltzmann gas with canonical
Tsallis-Pareto energy distribution with no chemical potential.

The pressure,

p =
1
β

∂

∂V
lnZ,

for an ideal massless Bose gas is given by

p =− γ

2π2

∞∫
0

E2dE ln(1− e−a(−βE))

with γ being a degeneracy factor. After considering E2 = (E3/3)′ and partial inte-
gration one obtains
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p =
γ

6π2

∞∫
0

E3dE
1

1+aβE
1

ea(βE)−1
.

Now, denoting βE by x and 1/β by T , we expand the generalized Bose factor and
use the fact that ea(x) = (1+ax)1/a. In this case

na(x) =
1

(1+ax)1/a−1
=

∞

∑
n=1

(1+ax)−n/a

and we get

p =
γ

6π2 T 4
∞

∑
n=1

∞∫
0

x3dx(1+ax)−(1+n/a).

The integrals can be evaluated by the substitution t = 1+ax leading to

Iv =
∞∫

0

dxx3(1+ax)−v = a−4
∞∫

1

dt (t−1)3t−v.

It is easy to show that such an integral results in

Iv =
1
a4

(
1

v−4
− 3

v−3
+

3
v−2

− 1
v−1

)
.

Applying this result for v = 1+n/a finally we arrive at the pressure formula

p =
γ

π2 T 4
∞

∑
n=1

1
n(n−a)(n−2a)(n−3a)

.

For a = 0 the well-known Riemann zeta coefficient π4/90 emerges, for a general
value of the deformity parameter a the infinite sum can be expressed by incomplete
Euler-gamma functions. For positive values of a (more high-energy particles than
the pure exponential formula would yield) the pressure is enhanced.

Problems of Chapter 6

6.1 Express temperature transformation in rapidity variables.

By the definitions wi = tanhαi and vi = tanhβi the equilibrium conditions read

α1 +β1 = α2 +β2

and
T1 coshα1 = T2 coshα2.
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The relative rapidity of the moving bodies is ζ = β2−β1 = α1−α2 so the temper-
ature shown by the thermometer becomes

T1 = T2
coshα2

cosh(α2 +ζ )
.

6.2 Can it be that T1/T2 ≤ |w1/w2| ? What does it mean for the measured value T1?

Following the results of the previous problem (6.1) the required inequality is
given as

T1

T2
=

coshα2

coshα1
≤
∣∣∣∣ tanhα1

tanhα2

∣∣∣∣= |sinhα1|
coshα1

coshα2

|sinhα2|
.

This is fulfilled if |α1| ≥ |α2| and it has the consequence that T1 ≤ T2.

6.3 At what special values of the relative velocity can it be T1 = 2T2?

Using the transformation formula we have

T1

T2
=

√
1− v2

1+w2v
= 2.

Its square leads to the following second order equation for the relative velocity, v:

(1+4w2
2)v

2 +8w2v+3 = 0.

The solutions are

v =− 1
1+4w2

2

(
−4w2±

√
4w2

2−3
)

.

Real solutions are possible as long as w2
2 ≥ 3/4. The extreme values of v are

achieved by w2 =±1. The possible relative velocities leading to the above tempera-
ture ratio are 3/5≤ v≤ 1 and−1≤ v≤−3/5. Relative velocities with a magnitude
smaller than 3/5 = 0.6 cannot lead to such a temperature ratio in equilibrium.

Problems of Chapter 7

7.1 Prove that R2 is flat in polar coordinates. The arc length squared is given as
ds2 = dr2 + r2dϑ 2. Note that not all Christoffel symbol elements are zero, but the
Riemann tensor components.

From the metric formula, ds2 = dr2 +r2dϑ 2 the following Lorentzian one-forms
can be recognized: ω1 = dr and ω2 = rdϑ . Their Cartan derivatives are dω1 = 0 and
dω2 = dr∧dϑ = 1

r ω1∧ω2. This means that some of the composition coefficients
are nonzero: c 2

12 = −1/r and c 2
21 = 1/r. Since ηi j = δi j is the diagonal unit

matrix, we also have c122 = −1/r and c212 = 1/r. The antisymmetric two-index
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collection becomes

Ω12 =
1
2

(c12a + c1a2− c2a1)ω
a =−1

r
ω

2 =−dϑ .

This way Ω 1
2 =−dϑ and the curvature two-from vanishes:

R1
2 = dΩ

1
2 = 0.

7.2 Prove that S2, the surface of the unit sphere, has a constant curvature. The metric
tensor is given by ds2 = dθ 2 + sin2

θdφ 2.

From ds2 = dθ 2 +sin2
θdφ 2 the basis one-forms are: ω1 = dθ and ω2 = sinθdφ .

Their derivatives, dω1 = 0 and

dω
2 = cosθdθ ∧dφ = ctgθ ω

1∧ω
2

reveal a nonzero entry to the Christoffel symbols. We have c122 =−ctgθ and c212 =
ctgθ , all the other coefficients are zero. The antisymmetric one-form matrix is given
as

Ω12 =
1
2

(c12a + c1a2− c2a1)ω
a = c122ω

2 =−ctgθ sinθdφ .

It simplifies to Ω 1
2 = Ω12 =−cosθdφ . The curvature two-form becomes

R1
2 = dΩ

1
2 = sinθdθ ∧dφ = ω

1∧ω
2.

This way some entries of the Riemann tensor are nonzero: R1
212 = 1, R1

221 = −1,
R2

112 = −1 and R2
121 = 1. The Ricci tensor is diagonal, Ri j = δi j (it is always

proportional to the unity matrix for two-dimensional surfaces and hence the Einstein
tensor vanishes in such cases). The scalar curvature is R = 2 belonging to unit radii
of the main circles in the general formula R = 2/r1r2.

7.4 Prove that equation (7.184) leads to a linear velocity profile.

Combining equation (7.184) with the relativistic formulas for the energy and
angular momentum carried by the spinning string we have the following variational
problem:

σ
δ

δv

+`/2∫
−`/2

1−ωsv(s)√
1− v2(s)

ds = 0.

This is an L(s,v(s)) type Lagrangian problem, so the Euler-Lagrange equations sim-
ply end up with

∂L
∂v

=− ωs√
1− v2

+
1−ωsv

(1− v2)3/2 v = 0.

This leads quickly to the result v = ωs.
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7.3 Obtain the entropy for an extremal Reissner-Nordstrøm black hole with cosmo-
logical constant, λ =−3/a2L2

P, according to the formula (7.134).

Observing that MPLP = h̄/c is a purely quantum mechanical, while LP/MP =
G/c2 is a purely gravitational combination of the Planck scales, the formula (7.134)
can be written entirely in terms of these scales:

S
kB

= 4π

∫ ∫
δ ( f (r;M))

dr
LP

dM
MP

.

From now on everything is understood in Planck scale and Boltzmann units. The
radial metric factor for an extremal RN black hole with AdS term is given by

f (r;M) =
(

1− M
r

)2

− r2

a2 .

The horizons are determined by the solution of the fourth order algebraic equation
f (r;M) = 0 leading to

M0(r) = r(1∓ r/a).

The derivative of f with respect to M gives

∂ f
∂M

=−2
r

(
1− M

r

)
,

which at the horizon becomes ∓2/a. The entropy is therefore obtained as

S = 4π

∫ dr∣∣∣ ∂ f
∂M

∣∣∣ = 2πra.

This is not the (one fourth of the) horizon area, but its perimeter multiplied by the
AdS scale a.

7.5
Find the coordinate transformation to embed the metric (7.219) as a five-dimensional

hyperboloid surface in six dimensions.

Using c = 1 units the goal is to induce the 5-dimensional metric

ds2
5 =

r2

R2 ds2
4 +

R2

r2 dr2

with
ds2

4 =−dt2 +dx2 +dy2 +dz4

being flat Minkowskian. The embedding space is flat

ds2
6 =−dt2

1 −dt2
2 +dx2

1 +dx2
2 +dx2

3 +dx2
4.
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We use the variable s2
4 =−t2 + x2 + y2 + z2 and the light cone variables x1− t1 = r,

x1 + t1 = u. By using the scaling factor r/R we set t2 = tr/R,x2 = xr/R,x3 = yr/R
and x4 = zr/R. This way we have two sub-hyperboles,

−t2
2 + x2

2 + x2
3 + x2

4 = (rs4/R)2

and
−t2

1 + x2
1 = ru.

The equation for the hyperboloid in the 6-dimensional flat spacetime becomes

s2
6 = x2

1 + x2
2 + x2

3 + x2
4− t2

1 − t2
2 = ru+

r2

R2 s2
4.

By the same assumptions the subspace metrics are given by

−dt2
2 +dx2

2 +dx2
3 +dx2

4 = [d(s4r/R)]2

and
−dt2

1 +dx2
1 = drdu.

Noting the scaled four-distance by w = s4r/R we have

ds2
6 = drdu+dw2

which we restrict onto the hyperboloid defined by

s2
6 = ru+w2.

From this we express

u =
1
r

(
s2

6−w2)
yielding the differential

du =−dr
r2

(
s2

6−w2)− 2w
r

dw.

This way the 6-dimensional metric restricted to the hyperboloid becomes

ds2
6 = dw2−

(
s2

6−w2) dr2

r2 −
2w
r

dwdr.

On the other hand ds2
5 can also be expressed in terms of w and r. One gets

ds2
5 =

(
rd

w
r

)2
+

R2

r2 dr2.

This expression equals to
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ds2
5 =

(
dw− w

r
dr
)2

+
R2

r2 dr2 = dw2− 2w
r

dwdr +
w2 +R2

r2 dr2.

Clearly, with the choice s2
6 =−R2 the two metrics are equivalent. In conclusion, the

embedded hyperboloid interpretation is equivalent to using scaled 4-dimensional
spacetime coordinates and taking r as a light cone coordinate in a 1+1-dimensional
additive spacetime.

7.6 Prove that the volume of the 5-dimensional spherical hypersurface is Ω5 = π3.

The volume of Sn is the surface of a sphere with unit radius embedded in n + 1
dimensions. It can be written as a product of angular integrals, each factor containing
a higher power of sinϑi than the previous one:

Ωn+1 = InΩn

with

In =
π∫

0

sinn−1
ϑ dϑ .

The starting points are given by I1 = π and I2 = 2, the rest can be obtained by a
recursion formula. Such a formula is easily derived by noting that (sinϑ cosϑ)′ =
1−2sin2

ϑ . In this case

In−1−2In+1 =
π∫

0

(sinϑ cosϑ)′ sinn−2
ϑ dϑ .

After partial integration it becomes

In−1−2In+1 =−(n−2)
π∫

0

sinϑ cosϑ sinn−3
ϑ cosϑ dϑ ,

which upon using cos2 ϑ = 1− sin2
ϑ can be casted into the simple result

In−1−2In+1 = (n−2)(In+1− In−1) .

The resolution of this linear equation is the simple recursion formula

In+1 =
(

1− 1
n

)
In−1.

With the starting points we have I1 = π, I2 = 2, I3 = π/2, I4 = 4/3, I5 = 3π/8 and
therefore Ω1 = 2π,Ω2 = 4π,Ω3 = 2π2,Ω4 = 8π2/3 and Ω5 = π3.

7.7 Obtain the horizon-entropy for a Reissner-Nordstrøm black hole with fixed
charge to mass ratio, Q̃ = µM̃ in Planck scale units, in the presence of a de Sitter-
type cosmological constant term with λ =−3/a2.
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The radial function describing the horizon in Planck units is given by

f (r) = 1− 2M
r

+
µ2M2

r2 − r2

a2 = 0.

Resolving this second order expression for M, one easily obtains

M±(r) =
r

µ2

(
1±
√

1−µ2 +
µ2r2

a2

)
.

The derivative of f with respect to M is linear in M:

∂ f
∂M

=−2
r

+2
µ2

r2 M,

which replacing M±(r) from the horizon condition becomes at the horizon

∂ f
∂M

∣∣∣∣
M=M±(r)

= ±2
r

√
1−µ2 +

µ2r2

a2 .

The horizon-entropy in Planck scale units is given by the following integral

S = 2π

∫ rdr√
1−µ2 + µ2r2

a2

.

This integral can be evaluated analytically with the result:

S = 2π

(
a2

µ2

√
1−µ2 +

µ2r2

a2 −K(a,µ)

)
.

The integration constant, K(a,µ) can be obtained from the requirement that at zero
horizon area or zero horizon radius, r = 0 the entropy should be zero. This way we
finally obtain:

S = 2π
a2

µ2

(√
1−µ2 +

µ2r2

a2 −
√

1−µ2

)
.

For µ/a→ 0 one gets back

lim
µ/a→0

S =
πr2√
1−µ2

≥ 1
4

A,

and for an extremal black hole with µ = 1

S(1,a) = 2πar.

Both particular cases have been discussed in chapter 7.
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Problems of Chapter 8

8.1 Obtain the parity of the canonical spectral function by expressing ρAB(−ω).

Using the definition with −ω one has

ρAB(−ω) =
1
Z ∑

a,b
〈a|A(0)|b 〉〈b|B(0)|a 〉 2πδ (Ea−Eb +ω)

[
e−βEa ∓ e−βEb

]
.

In this formula we exchange the summation labels a and b and arrive at

ρAB(−ω) =
1
Z ∑

a,b
〈b|A(0)|a 〉〈a|B(0)|b 〉 2πδ (Eb−Ea +ω)

[
e−βEb ∓ e−βEa

]
.

Now we use that the Dirac-delta is an even functional of its argument and factorize
the∓1 out of the square bracket term. We also interchange the order of the transition
matrix elements 〈b|A(0)|a 〉 and 〈a|B(0)|a 〉. By doing so we get

ρAB(−ω) =∓ 1
Z ∑

a,b
〈a|B(0)|b 〉〈b|A(0)|a 〉 2πδ (Ea−Eb−ω)

[
e−βEa ∓ e−βEb

]
.

In this form the final result is easy to recognize:

ρAB(−ω) =∓ρBA(ω).

8.2 Calculate the following sum rule for the canonical spectral function:

R =
∫ dω

2π
ρAB(ω).

The ω-integration ”consumes” the Dirac-delta and one arrives at

R =
1
Z ∑

a,b
〈a|A(0)|b 〉〈b|B(0)|a 〉

[
e−βEa ∓ e−βEb

]
.

This expression is equal to the canonical expectation value

R = 〈A(0)B(0)∓B(0)A(0) 〉 .

In particular for the creation and annihilation operator this integral is R = 1.

8.3 Obtain an operator formula for the Wigner transform of a convolution.

We use the notation x1 = x + ξ

2 , x2 = x− ξ

2 for the coordinates. Let H be the
convolution of F and G, then its Wigner transform is given by

H̄(x, p) =
∫

dξ eipξ H(x+
ξ

2
,x− ξ

2
) =

∫
dξ eipξ

∫
dzF(x+

ξ

2
,z)G(z,x− ξ

2
).
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We introduce the quantity ε by using z = x+ε = x− ξ

2 +(ε + ξ

2 ) = x+ ξ

2 +(ε− ξ

2 ).
This way we obtain

H̄(x, p) =
∫

dzdξ eipξ F(x+
ξ

2
,x− ξ

2
+(ε +

ξ

2
))G(x+

ξ

2
+(ε− ξ

2
),x− ξ

2
).

This formula can be rewritten by using the exponential form of the Taylor expansion
for a shifted argument as

H̄(x, p) =
∫

dzdξ eipξ

[
e
(ε+ ξ

2 ) ∂

∂x2 F(x1,x2)
][

e
(ε− ξ

2 ) ∂

∂x′1 G(x′1,x
′
2)

]

taken at x′ = x at the end. As the next step we express the functions F(x1,x2) and
G(x′1,x

′
2) from their respective Wigner transforms:

H̄(x, p)=
∫ [

e
(ε+ ξ

2 ) ∂

∂x2 e−iq(x1−x2)F̄(
x1 + x2

2
,q)
][

e
(ε− ξ

2 ) ∂

∂x′1 e−ir(x′1−x′2)Ḡ(
x′1 + x′2

2
,r)

]

with the multiple integral ∫
. . . =

∫
dzdξ

dq
2π

dr
2π

eipξ . . .

Replacing x1 and x2 by their respective definitions it is equivalently written in the
form

H̄(x, p) =
∫ [

e(ε+ ξ

2 )(iq+ 1
2

∂

∂x )e−iqξ F̄(x,q)
][

e(ε− ξ

2
′
)(−ir+ 1

2
∂

∂x′ )e−irξ ′Ḡ(x′,r)
]

taken at x′ = x and ξ ′ = ξ . Collecting now alike terms in the exponents (containing
and not containing derivatives, respectively) we arrive at

H̄(x, p) =
∫ [

eiq(ε− ξ

2 ) e(ε+ ξ

2 )( 1
2

∂

∂x )F̄(x,q)
][

e−ir(ε+ ξ

2
′
) e(ε− ξ

2
′
)( 1

2
∂

∂x′ )e−irξ ′Ḡ(x′,r)
]

It is purposeful to write q = p + a and r = p′+ b, and taking the result at p′ = p
at the end. This way the exponential factors can be re-arranged and the integrations
over z, q and r are replaced by those over ε , a and b:

H̄(x, p) =
∫

eiε
(

a−b+ 1
2i (

∂

∂x + ∂

∂x′ )
)

eiξ
(
− a+b

2 + 1
4i (

∂

∂x−
∂

∂x′ )
)

F̄(x, p+a)Ḡ(x′, p′+b).

Now
∫

=
∫

dξ dε
da
2π

db
2π

, and at the end x′ = x and p′ = p are taken. The shifted
momentum arguments p+a and p′+b are also Taylor-expanded,

F̄(x, p+a)Ḡ(x′, p′+b) = ea ∂

∂ p +b ∂

∂ p′ F̄(x, p)Ḡ(x′, p′),
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to have

H̄(x, p)=
∫

eia
(

ε− ξ

2 + 1
i

∂

∂ p

)
eib
(
−ε− ξ

2 + 1
i

∂

∂ p′
)

ei ε
2

(
∂

∂x + ∂

∂x′
)

ei ξ

4

(
∂

∂x−
∂

∂x′
)

F̄(x, p)Ḡ(x′, p′).

The last important step is to recognize that the integration over a and b leads to the
following equivalence

ε− ξ

2
=−1

i
∂

∂ p

and

ε +
ξ

2
=

1
i

∂

∂ p′
.

Using these relations the leftover exponent is given as

∇̂ =
1
2

[
(ε +

ξ

2
)

∂

∂x
+(ε− ξ

2
)

∂

∂x′

]
=

1
2i

[
∂

∂ p′
∂

∂x
− ∂

∂ p
∂

∂x′

]
.

Using this ”triangle” operator notation the Wigner transform of the convolution is
given by

H̄(x, p) = e∇̂ F̄(x, p) Ḡ(x′, p′)
∣∣∣
x′=x, p′=p

The two leading orders of its expansion, if the effect of ∇̂ is small compared to the
identity (the so called ”gradient - expansion”), are given by

H̄(x, p)≈ F̄(x, p) Ḡ(x, p)+
1
2i

{
F̄ , Ḡ

}
where {

F̄ , Ḡ
}

=
∂ F̄
∂x

∂ Ḡ
∂ p
− ∂ F̄

∂ p
∂ Ḡ
∂x

is the Poisson bracket.

8.4 Consider the ẍ+2Γ ẋ+ k2x = f (t) oscillator within a white noise environment,
〈 f (t)〉 = 0, and 〈 f (t) f (t ′) 〉= 4Γ T δ (t− t ′)/V . What is the correlator in the real-
time, 〈x(t)x(t ′)〉, and in the frequency representation, 〈x̃(ω)x̃(ω ′)〉, in the infrared
(k→ 0) limit?

Fourier transformation with respect to the time, t, leads to(
−ω

2 +2iΓ ω + k2) x̃(ω) = f̃ (ω).

The correlator for the Fourier-transform of the white noise can easily be obtained as
being 〈

f̃ (ω) f̃ (ω ′)
〉

=
4Γ T

V
2πδ (ω +ω

′).

The real-time correlator becomes
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G(t− t ′,k) =
〈

x(t)x(t ′)
〉

=
∫ dω

2π

dω ′

2π
ei(ωt+ω ′t ′) 〈 x̃(ω)x̃(ω ′)

〉
.

Due to the Dirac-delta factor in the white-noise correlation in the frequency-
representation this simplifies to

〈
x(t)x(t ′)

〉
=
∫ dω

2π
eiω(t−t ′ 〈 x̃(ω)x̃(−ω) 〉 .

The particular x-correlator in the frequency-representation, which we need here, is
given by

〈 x̃(ω)x̃(−ω) 〉= 4Γ T/V
(−ω2 +2iΓ ω + k2)(−ω2−2iΓ ω + k2)

.

The denominator can be re-factorized as follows: Since(
−ω

2 +2iΓ ω + k2)(−ω
2−2iΓ ω + k2)=

(
ω

2− k2)2
+4Γ

2
ω

2

=
(
ω

2 +2Γ
2− k2)2

+4Γ
2 (k2−Γ

2) ,
the final factors are

ω
2 +2Γ

2− k2 +2iΓ
√

k2−Γ 2

and its conjugate version with −Γ instead of Γ .
For small values of k the square root is purely imaginary and we arrive at

1
(−ω2 +2iΓ ω + k2)(−ω2−2iΓ ω + k2)

≈ 1
4Γ 2

(
1

ω2 + k4/4Γ 2 −
1

ω2 +4Γ 2

)
.

This way the static infrared correlator becomes

G(ω = 0,k� Γ )≈ 4Γ T
V

1
k4

describing a linear (confining) potential between heavy and static sources. In fact
the stochastic background model of confinement used to be popular in the 1980-s.
On the other hand the real-time correlator features two damping factors according
to the above result, γ1 = 2Γ and γ2 = k2/2Γ . In the infrared limit k→ 0 this means
a very slow forgetting:

G(t− t ′,k� Γ ) =
T

V k2 e−k2|t−t ′|/2Γ − T
4Γ 2V

e−2Γ |t−t ′|.

the γ2 = k2/2Γ damping factor occurs in the discussion of chaotic quantization, too.
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Boltzmann constant, 12
Boltzmann-Gibbs energy distribution, 22

caloricum, 6
canonical enhancement, 74, 92
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Celsius, 9
central limit theorem, 43, 67
chaotic quantization, 241
Chebyshev inequality, 45
chemical decoupling, 24
chemical potential, 25
chemical temperature, 24
colored noise, 102
composition law, 32
composition rule, 125
conditional probability, 59, 123
confinement, 226
conserved charge, 42

deformed exponential, 130
deformed logarithm, 130
density operator, 223
detailed balance, 14, 31, 239
dissipative hydrodynamics, 154
Doppler formula, 163

econophysics, 113

Einstein temperature, 63, 109
emergent quantum theory, 241
empirical temperature, 47
energy per particle, 21
energy-momentum tensor, 150
equation of state, 31, 47
equipartition, 31
ergodic noise, 101, 108
Euler Gamma distribution, 84, 89
extreme value distribution, 43

Fahrenheit, 9
Feynman propagator, 230
Feynman-Keldysh-diagram, 231
fluctuating temperature, 73, 116
fluctuation – dissipation theorem, 63, 66, 102
Fokker-Planck equation, 63, 102
formal logarithm, 126

gain and loss, 238
Galilei thermometer, 8
Green function, 227

heat, 6
heat capacity, 49
heat conduction, 7
heat flow, 6
heat radiation, 6
heat substance, 6
Husimi function, 252

ideal gas, 18, 77
ideal mixture, 24
information, 58
integrating factor, 47

Jaynes principle, 53
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joint probability, 58

Keldysh propagators, 232
Kelvin, 12
kinetic temperature, 20
kinetic temperature, relativistic, 23
Kirchhoff’s law, 14
Kolmogorov-Sinai entropy, 259
Kubo-Martin-Schwinger relation, 224

Lévy distribution, 69
Lagrange multiplier, 54
Langevin equation, 63, 64, 102
limiting distribution, 67
Lyapunov exponent, 259

marginal probability, 59, 123
Markov inequality, 44
Matsubara frequencies, 232, 233
Matsubara sum, 233
Maxwell-Boltzmann distribution, 21
microcanonical ensemble, 76
multiplicative noise, 101, 102
mutual information, 59

negative binomial, 82
negative binomial theorem, 83
Noether current, 152
noise, 102
non-extensive, 122
non-extensive entropy, 101

particle number, 42
particle spectra, 18
partition sum, 57
path integral, 240, 244
phase space, 19
Planck formula, 18
Planck’s law, 17
Poisson distribution, 81, 84
pure state, 53

quantum, 18

Réaumur, 9
Raleigh-Jeans law, 16
random variable, 62
relativistic temperature, 148
relativistic thermal equilibrium, 158, 160
relativistic thermal model, 21
relativistic thermodynamics, 147
relativity, 148
renormalization, 226
response functions, 49

spectrum, 12
spontaneous symmetry breaking, 53
statistical independence, 123
Stefan-Boltzmann constant, 15
strangeness enhancement, 92
sum of uniform random variables, 68
superstatistics, 89, 113

temperature standard, 9
thermal model, 19
thermal twin paradox, 160, 164
thermodynamical force, 49
thermodynamical limit, 73, 125
thermodynamical temperature, 33
thermometer, 7
third law of thermodynamics, 52
time reversal symmetry, 230
Tsallis temperature, 109
twin paradox, 149

unexpectedness, 58

volatility, 113

Wehrl entropy, 252
Wien’s law, 16
Wiener process, 114

zeroth law, 5


